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The surge of information globally has motivated for automated rumour detection.
Since misinformation is rumour on incorrect information, we use fact-checking when
detecting it. The FEVER-shared task is the fact-checking task used for our compar-
ative study. The task is divided into Document Retrieval, Sentence Selection, and
Claim Verification components. We standardise TF-IDF for document retrieval, cre-
ate our pipelines of one of two Sentence Selection options and one of two Claim Ver-
ification options. We then evaluate each unique pipeline on the FEVER score, com-
pare our four pipelines to the baseline and state of the art from the FEVER Shared
Task. We find that our 2-way classification task using the Siamese BiLSTM achieves
better Evidence Retrieval F1 scores than the state of the art models, and that our
pipeline combinations rival the state of the art for the Shared Task.
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Chapter 1

Introduction

The exponential surge of information on the internet has brought many solutions
to humanity but has magnified other problems faced by society at large. One such
problem is the increased spread of rumours. Verifying rumour in its various terms
and concepts has always been important, however, the need has been increasingly
apparent since U.S President, Donald Trump, called Fake News to well established
news sources, like CNN, during the electoral campaign in 2016 [1]. Statistics show
that 67% of Americans use social networks as their main platform for news. Hence,
the thought of tens of millions of social network users reacting to false rumours with
likes, shares and comments is not foreign [1]. For this reason, the World Economic
Forum warned that one of society and democracy’s largest growing threats will be
Fake News [2].

1.1 Growth of Fake News

In 2016 & 2017, Fake News was awarded "word of the year" by Oxford Dictionary
and Collins Dictionary, due to its enormous impact on politics and society in gen-
eral. Social networking sites like Facebook, Twitter and the likes, that encourage
free speech and sharing across global communities prey on human cognition and
behaviour by amplifying biases and behaviours of individuals by its community’s
bias, therefore creating an effect of an Eco-chamber for emotions, content propaga-
tion and in essence Fake News propagation. Fake News thrive in these platforms
through repeated exposure causing confirmation bias. Since Fake News is mostly
biased news written with malicious intentions to manipulate reader behaviour, it
succeeds in its exploitation [3][1].

Some of these effects can be seen in May 2017, as Qatar’s state news agency’s
hacked Twitter account released series of comments allegedly by the Emir, causing
neighbouring countries to sever diplomatic ties with it [2]. In 2013, a depletion of
$130 billion in stock value was caused by claims stating that Barack Obama was
injured in an explosion [1]. In other scenes, a rumour published by BuzzFeed stating
that a Jewel store in the U.S replaced real diamonds with fake ones caused a 3.7%
drop in the Jewel stores’ brand stock [2].

1.2 Types of Fake News

According to Zhou et al. (2018), a broad definition of Fake News is False news [1]. A
narrow definition of Fake News is intentionally and veritably false news published by a
news outlet. Although the term Fake News has recently gained popularity, its many
forms are well known. Each one with slight nuance distinguish them from one an-
other. According to Zhou et al. (2018), the different types of unverified information
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and claims can be distinguished by three main categories: (i) Authenticity (correct-
ness), (ii) Intention (emotionally manipulative), and (iii) News (newly received in-
formation) [1]. As shown in Table 1.1, different combinations of these categories
yields different types of claim and in essence different solutions for them. In litera-
ture, the terms Fact-checking, rumour detection, click-bait detection, Claim Verifica-
tion (CV) and Fake News detection are used interchangeably to describe Fake News
detection.

TABLE 1.1: Types of Fake News [1]

Authenticity Intention News?
Maliciously False news False Bad Yes
False news False Unknown Yes
Satire news Unknown Not bad Yes
Disinformation False Bad Unknown
Misinformation False Unknown Unknown
Rumour Unknown Unknown Unknown

For example, disinformation is false information [news or non-news] with a bad
intention aiming to mislead the public.

1.3 Public Attempts to Fake News Detection

Over the past few years, different organizations and government have increased
focus on Fake News detection. Many websites, such as PolitiFact, Channel4 and
Snopes make available their fake news dataset labelled by editors for public use [4].
Other strides include the launch of The FakeNewsChallenge to acquire submissions
that could use stance detection to classify Fake News appropriately. Browser Plu-
gins (NewsScan) are now available to verify news as a reader reads on a browser.
MediaBiasFactCheck.com is a website that provides a "bias score" for a news article.
This is also used in the NewsScan plugin. The GDELT project (Global Database of
Events Language and Tone) is one that pulls in broadcast news in 100+ languages
to support streaming of data. FakeNewsDetector.org uses their robot, Robinho, to
detect and flag Fake News, click baits and extremely biased news by linking directly
to twitter and facebook feeds through an installed browser extension [5][6]. More
detailed approaches to the variants of Fake News detection will be discussed in later
sections.

However, the portion of Fake News Detection labelled Fact-checking is our area
of interest. Journalism defines Fact-checking as the task of assessing the truthfulness
of a claim made in a written or spoken language. Thorne et al. (2018) further simpli-
fies Fact-checking into three points as a task that "addresses a claims logic, coherence
and context" [7].

The FEVER dataset was chosen to support our study. The dataset contains 185,455
claims acquired from Wikipedia by editing (falsifying, rewriting, extracting) sen-
tences and then subsequently verifying them using Wiki pages. The claims were la-
belled based on one of the three classes SUPPORTED, REFUTED, or NOT ENOUGH
INFO. Along with the respective labels are the lists of ids that cross reference with
Wikipedia pages id from the Wiki pages dataset. Wiki pages contains extracted in-
troductory section of the Wikipedia articles. The data collection was done by Thorne
et al. (2018) in two tasks called Claim Generation and Claim Labelling [8]. The tasks
were given to a group of 50 annotators. A 5-way annotator agreement was done
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by randomly selecting four percent of claims, which were not skipped, to be anno-
tated again. The Fleiss Kappa score was 0.6842. The precision and recall obtained on
the dataset for Evidence Retrieval was 95.42% and 72.36% respectively. The claims
dataset was then split as shown in Table 3.1.

The problem definition of the FEVER Shared Task also suits the Fact-checking
problem we aspire towards as all evidences for a claim is required for its correct
classification. The rationale behind this decision is explained further in the proposal.
Our stance is that appropriate evidence extraction is imperative to Fact-checking on
misinformative claims.

Hence, in our research we highlight current approaches to Rumour detection,
Fact-checking and Fake news detection. We consider dataset options, and explain
why we chose FEVER Shared Task dataset, how our problem relates, and the signifi-
cance of the research. We present and discuss our methodology, evaluated pipelines
and results. Finally we conclude with stand out remarks and future work.
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Chapter 2

Background and Related Work

2.1 Background

Human cognition and behavioural theories engineered in economics, psychology,
philosophy and social sciences provide qualitative and quantitative metrics we can
use to study reactions to different Fake News forms. The types of Fake News evident
in Table 1.1 is known as rumour. According to the definition specified in Table 1.1,
rumour is an unverified claim with an unknown intent. Due to its nature, rumours
have the property of being partly true as opposed to just true and false, hence for
appropriate classification it is essential to understand what type of rumour needs
to be detected to increase the probability of successfully detecting it using these be-
havioural theories [9].

2.1.1 Perspectives to Rumour Detection

Success in the different perspectives (based on Human Cognition and Behavioural
theories) to rumour analysis in literature are dependent on the type of rumour to
be detected. Their justification and explainability is based on the theories acquired
from these disciplines. We summarise rumour analysis as follows: style-based Ru-
mour Analysis (analyses how rumour is written); network-propagation based Ru-
mour Analysis (analyses how rumour spreads); account-based Rumour Analysis
(analyses account roles in rumour dissemination around a subject) and knowledge-
based Rumour Analysis (analysis that focuses on false knowledge in Fake News)
[1][5]. Knowledge-based approaches are related to Fact-checking. The main aim of
this perspective is to assess news authenticity by justifying or negating it with previ-
ously verified content. This category works well on Misinformation and False news
and is considerably harder to perform. We will delve more into Fact-checking in
subsequent sections.

To appropriately classify rumours, one needs to ensure that the correct labels
are given for the tasks. The varying format of rumour, mainly due to partially true
information, makes it very difficult to model as a binary classification problem. Os-
hikawa et al. (2020) reviewed a number of Fake News corpi, where each one had
a varying number of labels for the classification task. The challenges with labelling
this dataset occurs during aggregation of editor or journalist labels. Due to varying
ideas of what is true and not true. The complexity also increases with the length
of the claims [4]. Logical approaches to test aggregation correctness and annotator
agreements include Fleiss Kappa (k) score for a labelled corpi [8].
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2.1.2 Fact-checking on Misinformation

We separate Fact-checking from all other types of Fake News detection since it is ver-
ification of misinformation. CV is one of the task required to perform Fact-checking
[7]. The other task is Fact-Extraction, which involves extracting required factual ev-
idence that are used for verification [1].

In the FEVER Shared Task paper, Thorne et al. (2018) defined three task for Fact-
checking. These are Document Retrieval, Sentence Selection and CV. Thorne et al.
(2018) specified Document Retrieval as the process of collecting k most similar docu-
ments to a claim. Document Retrieval involves selecting the most relevant sentences
required to support that claim, while CV involves using the extracted sentences to
decide the verdict on the specified claim. The tasks Document Retrieval and Sen-
tence Selection are encapsulated in Fact-extraction. Due to the varying meaning of
Fact-extraction we will use the term Evidence Retrieval (ER) to denote this process
[8].

For Fact-checking systems to be usable and effective these systems are required
to be: real-time; accurate; interpretable; simple; scalable; and should evaluate based
on the larger context [10].

2.1.3 Algorithmic concepts applied to Fact-checking

To enable Fact-checking we require algorithms whose underlying principles allow
for ER and CV. Below are a few algorithmic concepts we plan on exploring in our
study. We will describe in detail the intuition behind them, and will then review
their applications in literature, along with other Fact-checking attempts.

Recurrent Neural Networks (RNN) variants

RNN are feedforward neural networks with recurrent edges (edges that span adja-
cent time steps) [11]. In these networks, the output ŷ(t) of a given node x(t) is affected
by recurrent edges with x(t) and h(t−1) hidden node values, if it has one, as well as
h(t). Therefore input x(t−1) can affect output ŷ(t) [11]. Figure 2.1 depicts a simple
RNN with recurrent edges across time steps.

FIGURE 2.1: Unfolded RNN
[11]

Due to its structure, the main benefit of an RNN is that previous time steps have
a more pronounced effect on the current time step. However, as researchers tried
to obtain better performance with the RNN, the vanishing gradient problem was
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discovered [11]. Many variants were tried to solve this problem including the intro-
duction of a Rectified Linear Unit (RELU), that does a max(0, x) on node value. One
of the most successful RNN variants for solving the vanishing gradient problem was
the Long Short-Term Memory Networks (LSTM) [9]. The LSTM has been used sev-
erally for word-sequence learning problems and has achieved better success at these
tasks. A variant of the LSTM called the Bidirectional-LSTM has also been successful
at this tasks. Its rationale is based on using future and past information to influence
outputs.

FIGURE 2.2: One LSTM memory cell. The self-connected node is the
internal state s. The diagonal line indicates that it is linear, i.e. the
identity link function is applied. The blue dashed line is the recur-
rent edge, which has fixed unit weight. Nodes marked ∏ output the
product of their inputs. All edges into and from ∏ nodes also have

fixed unit weight.
[11]

LSTM Architectures vary due to their input node - a standard input node with
a recurrent edge where summed weights are computed through an activation func-
tion, input gate - a sigmoidal unit that takes activation product from x(t) and h(t−1)

allowing flow of values from the input node that are from zero to one memory cell
components in the hidden layers of the network, an internal state - the memory cell
with linear activation as a result of its recurrent edge with fixed unit weight (solving
the vanishing gradient problem), the forget gate - flushing the contents of the inter-
nal states, and the output gate value - the product of the internal state value by the
output gate [11]. This architecture is depicted in Figure 2.2. LSTM-Att (Attention
Network) are a variant of LSTMs with an Attention Layer. They produce a weight
vector with a product of word-level and sentence level vectors from state t [11].

Siamese Neural Networks

Every type of neural network can be adapted into a siamese architecture making it
a Siamese network [12]. A siamese architecture is made up of the same network
copied and merged with an energy function. An example of an energy function is
the triplet loss function. The data input of a siamese network should be in the form
(x1, x2, y). In the case of natural modelling x1 and x2 are similar while y ∈(0,1) where
y = 0 is dissimilar and y = 1 is similar. When training we intend to minimise the
distance between similar pairs and maximise the distance between dissimilar pairs.

When applied to Natural Language Processing (NLP), Siamese RNNs or Siamese
LSTMs have been successful due to their persistence capability (ability to retain con-
text) [12]. They also require lots of data to generalise well.
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Term Frequency - Inverse Document Frequency (TF-IDF)

TF-IDF is a well-known metric for ranking documents based on word importance
[8][13]. Given a query, TF-IDF calculates word importance based on word frequency
in a document and offsets the word importance score by the frequency of words
in the corpus the document is in [14]. Word importance is calculated per word,
therefore for a given query (sentence) various ranking methods can be used to decide
on document importance to a given sentence. The closer the value is to one the
higher its importance. The TF-IDF Equation (2.3) is as follows for term(t):

TF(t) =
d(t)

d
(2.1)

IDF(t) = loge(
D

D(t)
) (2.2)

TF− IDF(t) = TF(t)×IDF(t) (2.3)

The count of term t in a document will be denoted as d(t), the number of terms
in a document (d), the total number of documents (D), and Number of documents
with term t in it (D(t)). This technique is usually applied to Document Retrieval and
has the advantage of partial matching of a query to a document. Its disadvantages
includes its inability to capture semantics in sequences. This means sentences like
a document saying "Adam hates Eve" would mean the same as "Eve hates Adam".
TF-IDF is considered a Vector Space Model (VSM). VSM is the generic class used
for all models that involve the representation of documents as a vector of the terms
represented in the document [15].

Words as Vector Embeddings

One can express words as vectors using embeddings such as using GLOVE and
Word2Vec. They both obtain vector representations of words by obtaining co-occurrence
stats of words from a corpus. The main difference is that GLOVE is unsupervised us-
ing Nearest Neighbour calculations through cosine similarity or euclidean distance
to acquire word embeddings, as opposed to Word2Vec which uses a semi-supervised
method to create vector representations of words. The training process aims to dis-
criminate target words from noise words, this is usually done using logistic regres-
sion [16][17].

GLOVE calculates the ratio of probabilities so that the ratio of non-discriminative
words reduces and that of discriminative words increases [16]. Essentially it aims to
learn word vectors so that their dot product is the logarithm of the word’s proba-
bilities of occurrence. Word2Vec can be approached as a Continuous Bag of Words
model or a Skip-Gram model. The Continuous Bag of Words model predicts a word
wt from a context ht, meanwhile the Skip-Gram model predicts ht given wt. It uses
maximum likelihood estimation to estimate these probabilities [17].

JNEG = logQθ(D = 1|wt, h) + k E
w̃t Pnoise

[logQθ(D = 0|w̃t, h)] (2.4)

Word2Vec tries to maximise the objective given in Equation (2.4), where the
logQθ(D = 1|wt, h) is the binary logistic regression probability of h occurring given
term wt in dataset D. From the noise distribution (pnoise) we draw k contrast words.

Unlike TF-IDF they both help us acquire semantic representations of words there-
fore making synonyms and antonyms acquisition possible.
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TABLE 2.1: Fact-checking dataset options. FTR-18 has tweets (2,064k)
and news articles (3,045)

Name Text length Size Labels Properties
LIAR [9] short 12,836 six No evidence,

but contains justification
FEVER [19] short 185,445 three All evidence and

label given per claim
FNC [5] short - 28,866 four Contains stances and labels.

medium Possibly be phrased as evidence
FTR-18 [20] short - 3,045 + three Contains stances and labels.

medium 2,064K Possibly be phrased as evidence

Public Datasets for Fact-checking

A number of Fact-checking datasets are available for rumour detection research.
However most of them are focused on news and therefore Fake News Detection.
Some datasets highlighted by Oshikawa et al. (2020) and Papadopoulou et al. (2017)
were for general Fake News detection without need for Evidence Retrieval [4][18].
We noticed that these five data sets contained enough information to be phrased as
a Fact-checking problem. In Table 2.1 are the datasets, their properties and reasons
for selection.

Although the FakeNewsChallenge (FNC) dataset and the FootballTransferRumours-
18 (FTR-18) are good options for our study as they accommodate stance detection
and veracity classification, we however chose the FEVER dataset because our prob-
lem is an ER and Veracity Classification problem.

2.1.4 Related Work on Fact-checking

Several approaches to Fact-checking have been taken, both inline with the FEVER
Shared Task challenge and outside of it. Ranging from feature extraction of sentences
to deep learning. We will highlight some of these below.

FEVER Baseline Model

Thorne et al. (2018) created a baseline model for the FEVER Shared Task that uses
the Document Retrieval and Question Answering system derived from TF-IDF vec-
tors with binned unigram and bigrams and applied cosine similarity before ranking
sentences by their similarities and then performing RTE on the sentences using an
MLP [8].

Features extracted in literature

Naderi et al. (2018) reported the use of feature based models using parts of speech,
bag-of-words, entity types, LDA topics, sentiment and many more in Fact-checking
models. However, it is worth noting that a feature-based model containing meta-
data tends to exploit small biases in the data collection of rumours. These features
are usually fed into ML models for further analysis [4][13].
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Classification using deep learning

Oshiwaka et al. (2020) reports rhetorical approaches to Fact-checking using RST on
VSM models with the main idea being to find the center of true and false news in
high-dimension RST space. They also report different ML approaches (supervised
and unsupervised) to this classification task. Naive Bayes classifier, Support Vec-
tor Machine, Logistic Regression and Random Forests are some ML algorithms that
have some promise through their proficiency at the classification task. Convolu-
tional Neural Networks have also been seen to work with graph-like data for the
task. A common occurrence is the use of linguistic word count features added to
pre-trained word embedding like Word2Vec and GloVe as inputs into these neural
networks. It has been reported that these methods acquire higher accuracy than the
Naive Bayes classifier [4][5].

Highlights of Submissions to the FEVER competition

Thorne et al. (2018) reported results and submissions to the FEVER Shared Task
competition [18]. The highest ranked team UNC-NLP acquired a FEVER score of
64.21%. Thorne et al. (2018) reported details of their pipeline [18]. They found
that Majority of the teams participating did not deviate from the baseline model
pipeline of Document Retrieval, Sentence Selection and Natural Language inference.
For the initial search most teams looked towards Named Entity, noun phrases and
capitalised expressions on the corpus. However, the top team used page viewership
to exploit bias in the dataset construction.

TF-IDF and string matching using named entity matching was seen as the best
Document Retrieval method. The three main approaches to Sentence Selection were
keyword matching, supervised classification and sentence similarity scores. For
Supervised classifications an LSTM was used by Team Athene [21]. They modi-
fied the Enhanced Sequential Inference Model LSTM (LSTM-ESIM) as specified in
Hanselowski et al. (2018) [21]. Evidence combination was also done by concatena-
tion in some cases and one approach used a MLP for the combination. For the RTE
component, some of the algorithms used are Random Forests, LSTM-ESIM, Decom-
posable Attention, Transformer Model [22] and feature extraction methods using
non-lexical features [18].

CV is usually structured as a supervised learning problem and not an unsupervised
problem. We also use this approach in our methodology.

2.1.5 Problem Definition based on FEVER

Thorne et al. (2018) [8] specified the high-level problem definition as verification
of textual claims against textual sources. When this task is compared to the prob-
lem statement, its main difference is in the fact that questions contain the informa-
tion required to provide the answer (i.e. find the evidence). However, statements
are more generic and more work is needed to collect evidence to support or refute
it. The FEVER dataset, therefore, contains claims that need to be classified against
Wikipedia pages as SUPPORTED, REFUTED and NOT ENOUGH INFO. It is ex-
pected that systems return the evidence supporting or refuting a claim, however
this is not required for the NOT ENOUGH INFO class. The FEVER Shared Task is
interested in the accuracy of verification on one-hand, but also (mainly) interested
in the correctness of the evidence retrieved.
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2.2 Problem Statement

For interpretability [4], accuracy [10], simplicity [10], scalability [10], and facilitation
of new reading comprehension methods [4], it is important that Fact-checking algo-
rithms extract evidence related to a claim and then reason based on the context of its
extracted evidence to classify a claim. However, poor accuracy have been acquired
with current Fact-checking algorithms when the requirements for ER are: k = 5
documents, and l = 5 sentences, while requirements for successful CV is evidence
necessity.

2.3 Significance and Motivation

We will be evaluating key approaches to ER and CV, and comparing the pipelines
formed from their combinations to the winning submissions for the FEVER shared
tasks. We will find out which approaches perform significantly better than deep
learning approaches to ER, and we will observe how selected evidence affects the
classification of our varying CV tasks.

2.4 Research Aims and Objectives

2.4.1 Aims

Due to the overall poor performance of the state of the art algorithms on the FEVER
dataset for CV using evidence as of 2019. The aim of this study is: (i) to investigate to
what extent ER (Document Retrieval and Sentence Selection) affects the performance
of CV algorithms on FEVER by comparing the accuracy obtained from pairs of ER
and CV algorithms, (ii) to observe if there is a statistically significant improvement,
in classification accuracy, obtained from the best pair formed from the combination
of ER and CV algorithms.

2.4.2 Objectives

To achieve the aim specified, the two tasks involved: ER and CV will be approached
as follows:

1. Use TF-IDF for document similarity (Document Retrieval) to extract five near-
est pages to a claim;

2. Implement ER algorithm identified: Five nearest pages will be used as input
to Sentence Selection algorithms (Siamese/BiLSTM Network and BiLSTM-Att
(RTE)), where word embeddings will be based on Word2Vec;

3. Evaluate accuracy of Evidence Retrieval algorithms with reference to Fully
supported accuracy in a similar manner to Thorne et al. (2018) [8];

4. Implement CV algorithms identified. CV Algorithms: Random Forest (feature
extraction), Recognizing Textual Entailment (BiLSTM-ESIM);

5. Evaluate the accuracy of Claim Verification algorithms concerning NearestP
for ScoreEv (Retrieved Evidence Score Evaluation) accuracy in a similar man-
ner to Thorne et al. (2018) [8].
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2.5 Research Questions

1. Amongst the selected ER method, which method extracts the most relevant ev-
idence from Wiki pages, where 1 <= numbero f evidence <= L and relevance
is calculated with the percentage of fully supported documents?

2. How do Fact-checking models (Pair of ER and CV) with the best ER com-
ponent perform on ScoreEv accuracy, F1 score, precision and recall, for SUP-
PORTED, REFUTED or NOT ENOUGH INFO classification types, with NOT
ENOUGH INFO Sentence Selection (NearestP) in comparison to other Fact-
checking models developed in this study?

2.6 Delineations, Limitations and Assumptions

2.6.1 Based on FEVER

For appropriate comparisons across this study, the baseline model and winning sub-
missions, the study will be subject to all delineations, limitations and assumptions
imposed by FEVER.

Hence, evaluation of algorithms will be done in line with Thorne et al. (2018)
[8][23]. Although the Kappa Fleiss value of the dataset is 0.68, we consider all labels
assigned to a claim and the evidence given as the only evidence available in the cor-
pus to verify a given claim. Note that due to the current mean length of 9.4 tokens
per claim, we understand that the results observed might not be re-achievable in a
claim corpus with a significantly larger length. We will also perform some recom-
mendations outlined by research, for example, not adding already verified knowl-
edge to the corpus as this might bias results.

2.6.2 Based on Research Process

For our research process several assumptions and scope changes were made. We
assume that the FEVER dataset was collected with care and that the dataset online
currently reflects the state specified in Thorne et al. (2018) [8]. We will limit the
scope to considering Wikipedia articles’ introductory pages that are currently in the
FEVER dataset and no other source will be used for evidence. ER and CV algorithms
specified will be implemented or replicated according to what was done in their
relevant literature, only hyper-parameter tuning might differ.
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Chapter 3

Research Methodology

3.1 Introduction

3.1.1 Research Design

We performed a comparative study between combinations of ER and CV algorithms
to observe to what extent CV is affected by ER, and to see if there was a statistically
significant improvement in accuracy acquired from the best ER and CV pair. The
algorithms cover a set of approaches spanning from deep learning to machine learn-
ing. Our comparison due to a set of standardised processing done on the claims and
Wiki corpus brings novelty.

3.2 Methodology

3.2.1 Research Instruments

The FEVER Shared task pipeline was created in Python. We chose Python because
of its exhaustive deep learning libraries, and open source nature. Word2Vec has pre-
trained word embeddings on the Wikipedia corpus available. TensorFlow and Keras
deep learning frameworks have Python APIs and libraries making it easier and vi-
able to develop these models and compute them on scalable on-demand infrastruc-
ture. The following libraries and models were readily available: TF-IDF, Word2Vec,
and Spacy.

Other deep learning models that were used are Siamese BiLSTM Network based
with a ReLu activation function [12], a bidirectional LSTM model with an attention
network [21], Semantic Role labelling algorithm, Named Entity Recognition NER
[24], Random Forests, and Bidirectional LSTM with Enhanced Sequential Inference
Models [12]. All deep learning architectures were replicated using tensorflow, keras
and pytorch as a framework.

The FEVER dataset was already curated and tested for completeness for the
FEVER AI Shared Task. The data from the source was already split into train, val-
idate, test. However, we performed audit checks on the data to ensure that the
number of entries in the different datasets corresponded to the numbers specified
in literature [8].

We compare across our ER models, CV models and their combination pairs to the
baseline model and top three team’s models. Their scores are shown in Table 4.10.
We compared along precision, recall, F1 scores, label accuracy and FEVER scores.

The FEVER data set was acquired as specified by Thorne et al. (2018) [8].
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TABLE 3.1: Dataset split sizes for SUPPORTED, REFUTES and
NOTENOUGHINFO classes [8]

Split SUPPORTED REFUTED NEI
Training 80,035 29,775 35,639
Dev 3,333 3,333 3,333
Test 3,333 3,333 3,333
Reserved 6,666 6,666 6,666

3.2.2 Data

One advantage we have is that the input data is already split as shown in Table
3.1. We process the Wiki pages to acquire relevant documents before acquiring the
relevant evidences to every single claim. As a result, our pipeline classifies a claim
as SUPPORTED, REFUTED and NOT ENOUGH INFO and provides all evidence
used to deliberate on the claim.

3.2.3 Analysis

As highlighted in the aims of this study, our two main goals are to (i) compare across
ER algorithms and find the ER algorithm that extracts the most relevant evidences
(sentences) from the Wiki pages corpus, and (ii) evaluate the pairs obtained from ER
and CV combinations inline with the benchmark models. To effectively perform ER
we needed to do Document Retrieval and Sentence Selection. Given claims we per-
form textual pre-processing on the text field by removing any special characters, and
other forms of text normalization. Once the text is prepared for Document Retrieval
we extract all meaningful words from the text and pass the text as parameters into
our TF-IDF to acquire a score for each document and then retrieve the claim’s most
related documents.

After pre-processing on the entire dataset. We continue the following phases
with our training dataset. Note that to find the best generalisation we performed
grid search hyper-parameter tuning on all trained models. We settled on hyper-
parameters that generalise well on the validation set in terms of precision and recall.
Our Methodology is depicted in Figure A.1.

Methodology and Evaluation for Evidence Retrieval

In order to increase the Document Retrieval rate of our TF-IDF implementation,
we performed textual cleaning and manipulation that improved team submission’s
Document Retrieval. We added the title of every document to its text. We then used
Spacy to identify Named Entities in claims, capital expressions were also identified.
Each sentence term’s score per document was calculated and then aggregated. The
five highest scoring documents that contained the identified entities by sum of TF-
IDF score for a claim were selected for the next steps. Amazon RedShift was used
for this computation.

The selected documents was broken up into sentences based on the appearance
of newline characters. The Word2Vec 100 dim english vector embeddings were used
to encode the text as they were fed into our architectures. Option one’s problem was
rephrased as a binary classification problem.

Siamese Bidirectional LSTM
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For our binary classification problem we define similarity based on evidence.
Given a claim and evidence pair (< Cl, Em >), if Em is used as evidence (SUP-
PORTED, REFUTED) to Cl and another claim and evidence pair (< Cm, Eo >) is
used as evidence, then the Siamese LSTM considers them as similar, else they are
dissimilar. We concatenated the claim and evidence and passed it to the Word2Vec
embedding layer using the Siamese Bidirectional LSTM for training. The l = 5 most
similar sentences are selected. As depicted in ER Algo one in Figure A.1.

LSTM Attention Networks

For option two we use LSTM-Att network to recognise textual entailment and
train the network on the three way classifications provided in the training datasets.
We consider the evidence with the highest RTE probability’s verdict, if its verdict
is SUPPORTED or REFUTED we extract only the top five verdict of the same type
or NOT ENOUGH INFO. This gives us coherent evidences i.e. they are all (SUP-
PORTED or NOT ENOUGH INFO) or (REFUTED or NOT ENOUGH INFO) or
(NOT ENOUGH INFO but not SUPPORTED or REFUTED). As depicted in ER Algo
one in Figure A.1.

We then go ahead and evaluate accuracy of ER algorithms with reference to Fully
supported document evaluation in a similar manner to Thorne et al. (2018) [25].

Methodology for Claim Classification

We concatenate retrieved evidences and a claim as one sentence and pass them into
the Claim Verification algorithms. For our three way classification tasks, we con-
sider two Claim Verification algorithms, namely random forests [4] with feature
extractions [18] , Recognizing Textual Entailment using a LSTM-ESIM in line with
Hanselowski et al. (2018) [21].

Random Forests
Since Random Forests have been found to work well for classification tasks, given
the claim and evidence set pair, we will extract features that are grammatical and
morphological (as opposed to stylistic features used for style-based rumour detec-
tion). Some of the features we will use include number of characters, number of
words, average word length, pronouns, common words, PCA POS Histogram fea-
tures, percentage of stop words and many more, we use the select K-best features to
select the best combination of features to acquire the best classification accuracy.

LSTM with Enhanced Sequential Inference Modelling
For the RTE model our implementation will be identical to Hanselowski et al. (2018)
implementation. The LSTM-ESIM uses attention and pooling operations as outlined
[21].

Training of all these models was done on sets of 145,449 claims with their distri-
bution across the classes as specified in Table 3.1. Hyper-parameter tuning of algo-
rithms was performed on the validation set.

The recorded accuracy of CV algorithms in the next sections will be with refer-
ence to NearestP for ScoreEv (Retrieved Evidence Score Evaluation) accuracy in a
similar manner to Thorne et al. (2018) [8]. With this method, every SUPPORTED
or REFUTED classification is required to have the evidence required for its verdict,
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if not the classification is incorrect. For the class labelled NOTENOUGHINFO, its
classification is independent of the evidence retrieved.

All Evaluation will be done on the test set.
We will report, discuss, compare and evaluate accuracy, recall and F1 scores for

statistically significant improvements to the benchmarks highlighted in literature
[11][8][21].

3.3 Conclusion

In conclusion, we develop six unique pipelines for Fact-checking with combinations
of ER and CV algorithms as specified above. We will evaluate to what extent ER
affects a CV algorithm performance. We will also compare across pipelines and the
benchmarks to see if a statistically significant improvement in accuracy, recall, F1
score is obtained by any of our six pipelines. We then discuss alternative recommen-
dations, steps forward, and future work in the literature.
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Chapter 4

Results

4.1 Evidence Retrieval

The two components of ER are Document Retrieval and Sentence Selection. Across
the FEVER Shared task most teams stuck to the baseline model’s pipeline structure
of Document Retrieval, Sentence Selection and RTE. The joint process of Document
Retrieval and Sentence Selection are referred to as Evidence Retrieval. The results
highlighted below were calculated based on our algorithms performances on the
paper’s claim test set of 9999 claims (3333 each of SUPPORTED, REFUTED and NOT
ENOUGH INFO). Hence, they are comparable to model performances highlighted
in the FEVER Shared task [23].

4.1.1 Document Retrieval

For this phase, we only considered K = 5 documents to be retrieved. We chose TF-
IDF as our standard for Document Retrieval, since Team Papelo reported the high-
est precision (92.18%) and F1 score (64.85%). We repeated the claim transformation
steps that gave them the most significant improvement, as specified in Malon et al.
(2019) [26], but were unable to replicate their score of 81.2% for Document Retrieval.
Our Document Retrieval score was 49%.

We could not replicate Team Papelo’s results due to our approach to TF-IDF cal-
culations. We considered a Named Entity in a text (claim or Wiki-page) as one word
rather than its word composition. We also used sum as the aggregate for our TF-IDF
sentence scores. Team Papelo did not state their method of aggregation.

Using Spacy and capitalised expressions to filter our results set we improved
the Document Retrieval rate in comparison to the standard TF-IDF module by 20%,
and then found a significant improvement of 5% after adding the document title to
the text. We compared between totaling, maximums and averaging the scores of
each word in a document. TF-IDF totals performed best with estimated 5% more on
Document Retrieval. Hence our 49% accuracy as shown in Table 4.1.

TABLE 4.1: Document Retrieval Changes

Changes Effect
Standard TF-IDF Module 24%
TF-IDF + Spacy + Cap Exp 44%
TF-IDF + Spacy + Cap Exp + Title 49%

We calculated TF-IDF scores for Named Entities, with more than one word, as
one word.
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4.1.2 Sentence Selection

In this phase, we also extract l = 5 most relevant sentences from each document
retrieved for a claim from the Wikipedia dump. We however consider two dif-
ferent classification tasks. The first performs a 2-way classification with the la-
bels VERIFIABLE (if the sentence is in the evidence set of a claim), and NON −
VERIFIABLE (if the sentence is not in the evidence set of a claim). The second
considered a 3-way classification task to the Evidence Retrieval based on the claim’s
label, in terms of Evidence Retrieval it only selects a group of coherent evidences per
claim as mentioned in the methodology section.

During text preparation, we removed words from texts that denoted punctua-
tion, for example -LRB- was used in the Wikipedia dump for ’(’.

Siamese Bidirectional LSTM

The Siamese bidirectional LSTM aims to pick out similarities between claim-evidence
pairs. For this we used a Rectified Linear Unit as the activation function rather
than Triplet loss or sigmoid function, increasing the convergence rate and a test-
ing accuracy to 77.15%, based on the claim and evidence pairs ability to enable a
VERIFIABLE or NON − VERIFIABLE verdict. The training vs validation losses
displayed in Figure 4.1 shows the model adjusts to fit the training set, meanwhile it
declines steadily in validation error as epochs increase. The algorithm converges as
the number of epochs approach 30 epochs.

FIGURE 4.1: Siamese BiLSTM training loss vs. validation loss over
Epochs

A sequence length of 50 words for our bidirectional LSTM was selected because
the text field to be processed was the claim and evidence pair. The average length of
a claim was 9.4 and the 75th percentile of the evidences was 53. Hence we selected
50 as the max sequence length, to capture as necessary information as possible from
the acquired text.

For the 2-way classification task our precision, recall and F1 scores are 71.08%,
80.6%, 75.5% respectively in terms of fully supported documents (i.e. evidence re-
trieved). The ROC AUC score was 0.775.

TABLE 4.2: Siamese Bi-LSTM Confusion Matrix

True False
VERIFIABLE 83724 28776
NON-VERIFIABLE 21744 90756
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This model better identifies when evidences are insufficient to verify a given
claim as shown in Table 4.2 .

Bidirectional LSTM Attention Networks

The Decomposable Attention LSTM was found to be one of the stand out performers
for recall and so was selected as an option for Sentence Selection. For the 3-way
classification task we set up the architecture by adding an embedding layer with a
maximum length of 70 words, due to concatenated claim-evidence pairs. We add an
Attention decoder layer with 50 units and an output vocab size of 250, before adding
a BiLSTM of five units, and finally the SoftMax three unit dense layer to converge
using categorical cross-entropy. We see in Figure 4.2 that as the training loss reduces,
the validation loss slowly plateaus, as both lines cross at epoch five. We performed
early stopping at eight epochs, due to the large deviation between the training and
validation loss.

FIGURE 4.2: BiLSTM Att training validation loss over Epochs

As mentioned previously we acquire the top coherent evidences and then calcu-
late our scores. For the 3-way classification task, we achieved an accuracy of 44.6%
on testing. Our precision, recall and F1 scores are 46.93%, 42.33%, 44.67%, respec-
tively. This was similar to the results received by Hanselowski et al. (2018) [21].
When evidences are not coherently consolidated our precision, recall and F1 scores
are 42.82%, 49.60%, 46.21% respectively.

We notice that this penalised recall of 44% was as a result of the complexity in-
volved in the 3-way classification task. The model struggled to appropriately classify
the NEI and REF classes. Overall the model had poorer recall. Recall is important
because it evaluates how much evidence we can identify.

TABLE 4.3: BiLSTM-ATT Confusion Matrix

Asg. SUP Asg. NEI Asg. REF
True SUP 1805 527 1001
True NEI 2539 278 516
True REF 1664 943 726

This model struggles with recall as most verdicts are assigned to the NOT ENOUGH
INFO class as shown in Table 4.3.
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4.2 Claim Verification

For Claim Verification, a 3-way classification task is performed by both algorithms.
We did not consider unsupervised learning approaches for this task as it was a
NLI/RTE problem, but also to standardise with the majority approach from the
FEVER Shared Task.

In order to get to one final classification for a claim, we concatenate claim and
sentences in one text and our ER takes this as input. The UNC-NLP team acquired
the best results using this approach, it also provides one verdict from the evidences
[27]. Our sentence representations are in vector embeddings and extracted feature
sets as is necessary for our chosen algorithms. The LSTM-ESIM was said to perform
best on this task.

For the training dataset we used our ground truth dataset and used NearestP to
acquire documents for claims labelled NOT ENOUGH INFO.

4.2.1 Random Forests

We extracted features from the claim-evidences text, based on [18], that indicate the
verdict relationship between the claim and the evidences. For this we consider 27
features that were cut down to 17. After using PCA on the POS Histogram features.
We used the select K-best features function and acquired 12 features. These per
sentence were char count, word count, uppercase char count, mean word length,
common words count, ratio of stop words to texts and PCA1 to PCA6 extracted
from the POS Histogram.

For the RTE task our accuracy on the test set accuracy was 33.32% with precision,
recall and F1 scores at 33.95%, 33.00% and 33.32% respectively. The confusion matrix
is tabulated in Table 4.4.

Although the errors acquired improved when the Siamese BiLSTM was used as
the Evidence Retrieval component, we suffered poor performance with the NearestP
dataset used. This was due to the grammatical and morphological features used in
this study. These features were previously used for the Click Bait study and we ex-
pected it to be adaptable to misinformation, unfortunately these expectations did
not follow through [18]. Extracting more relevant misinformation features should
improve our model accuracy. This indicates that the combination of evidences pro-
vided was better suited to the features used. These results are discussed further in
the Section 5.

TABLE 4.4: Random Forest Confusion Matrix

Asg. SUP Asg. NEI Asg. REF
True SUP 1213 1179 941
True NEI 323 1158 1852
True REF 1225 1179 930

4.2.2 LSTM Enhanced Sequential Inference Model

For the Bidirectional LSTM-ESIM model we used Word2Vec embeddings, and set the
maximum sequence length to 150. We then used a drop out rate of 0.5 and learning
rate of 0.0004. The hyperbolic tan function was selected as the activation function for
the 3-way classification task.
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TABLE 4.5: BiLSTM-ESIM Confusion Matrix

Asg. SUP Asg. NEI Asg. REF
True SUP 804 992 1537
True NEI 149 1047 2137
True REF 1714 695 924

FIGURE 4.3: BiLSTM-ESIM training loss vs. Validation loss over
Epochs

Hence the model’s test accuracy was 57.60%, the training and validation loss is
as depicted in Figure 4.3. The precision, recall and F1 scores are 58.4%, 57.6%, 57.02%
respectively.

4.2.3 Study FEVER Pipelines

Although, the previous model outperforms our Random Forest alternative. We were
also interested in how inputs from one model could significantly impact the output
of another. For this reason, we created four different pipelines using the combina-
tions of the ER and CV algorithms made available. The confusion matrices for the
BiLSTM-ATT + BiLSTM-ESIM, SIAMESE-BiLSTM + BiLSTM-ESIM, BiLSTM-ATT +
RF, SIAMESE-BiLSTM + RF are tabulated in Tables 4.6, 4.7, 4.8 and 4.9 respectively.

Our consolidated results are depicted in Table 4.10. All Neural network models
were trained and scored on GeForce GTX 1060 6GB/PCIe/SSE2 graphics cards.

TABLE 4.6: BiLSTM-ATT + BiLSTM-ESIM Confusion Matrix

Asg. SUP Asg. NEI Asg. REF
True SUP 2287 278 768
True NEI 1876 1120 337
True REF 3029 91 213
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TABLE 4.7: Siamese-BiLSTM + BiLSTM-ESIM Confusion Matrix

Asg. SUP Asg. NEI Asg. REF
True SUP 726 1689 919
True NEI 1817 750 766
True REF 307 587 2438

TABLE 4.8: BiLSTM-ATT + Random Forest Matrix Confusion Matrix

Asg. SUP Asg. NEI Asg. REF
True SUP 698 1005 1630
True NEI 149 1047 2137
True REF 804 992 1537

TABLE 4.9: Siamese BiLSTM + Random Forest Matrix Confusion Ma-
trix

Asg. SUP Asg. NEI Asg. REF
True SUP 1975 409 949
True NEI 782 981 1570
True REF 1997 455 881

TABLE 4.10: Pipelines results, models developed are marked ×

Model Name Evidence Retrieval (%) Label FEVER
Precision Recall F1 Accuracy (%) Score (%)

UNC-NLP 42.27 70.91 52.96 68.21 64.21
Athene UKP TU 23.61 85.19 36.97 65.46 61.58
Siamese + BiLSTM-ESIM × 71.08 80.6 75.5 57.6 59.4
Papelo 9f2.18 50.02 64.85 61.08 57.36
Siamese + RF × 71.08 80.6 75.5 33.32 39.30
BiLSTM-ATT + RF × 46.9 44.7 42.3 33.32 32.81
FEVER Baseline 11.28 47.87 18.26 48.84 27.45
BiLSTM-ATT + BiLSTM-ESIM × 46.9 44.7 42.3 57.6 23.7

4.2.4 How Results Align with Research Questions

We observed that the best ER algorithm is one that extracts relevant classification
evidence from a text. A 2-way classification task is preferred due to its ability to sim-
plify the problem space, as opposed to distinguishing between types of evidences.
Hence, we achieved an F1 score of 75.5%, improving on the results acquired from
the state of the art Evidence Retrieval models.

We also measured the extent to which ER affects CV. We first ensured consistency
with text pre-processing making results comparable, between ER - CV pairs. We
achieved superior gains in FEVER scores between pipelines where the Siamese Bi-
LSTM was used as opposed to the BiLSTM-ATT for Evidence Retrieval. This results
support the notion that the best Fact-checker contains the best individual ER - CV
pipeline. We also find that evidence recall is critical for an accurate Fact-Checker, this
is perhaps due to the fully supported document evaluation case (required evidence
for appropriate classification).
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Chapter 5

Discussion

The FEVER Shared Task was conducted by Cambridge research. The necessary due
diligence was performed during data extraction, collection and annotation to ensure
that the curated dataset was fit for purpose i.e. fact extraction and verification of
claims.

Due to the poor performance of state of the art models on FEVER, our main aim is
to investigate to what extent ER affects the performance of CV. In order words, does
collecting appropriate evidence improve our pipelines ability to make a verdict?

In Thorne et al. (2018) [23] concluded that it was difficult to assess the impact
of submitted models due to differences in the text preprocessing phases. However,
after standardising preprocessing with our implementations we can compare, eval-
uate and discuss model performance as follows.

For our Document Retrieval component we were only able to retrieve 49% of the
documents required to verify a claim as opposed to the 81.2% reported, this was
possibly due to our identification of Named entities in the text and performing TF-
IDF on the entity as opposed to the words in an entity’s name [26]. Another factor
that could have influenced this was the absence of a retrieved document with the
keyword "film" along with the top 5 documents. In our case, the sum was used to
aggregate the TF-IDF scores per term. We found that using the sum of TF-IDF scores
worked well as opposed to the max and mean. Team Papelo did not mention their
method of aggregation.

However, we found that named entity extraction contributed to our model accu-
racy by roughly 20%. We used Spacy’s NER model, noun phrasings and capitalised
expression, hand in hand for the NER component. Our capitalised expression com-
ponents extracted entities in the instance that it was not picked up by Spacy. We
acquired 49% accuracy while attempting to extract evidences for SUPPORTED and
REFUTED claims, as a result the NOT ENOUGH INFO class did not require evi-
dence extraction. Its exclusion could have caused the percentage of change in ac-
curacy. However, due to our inability to replicate the results, we provided appro-
priately sampled and aggregated data to our ER models during training. The set of
evidences used also followed the NearestP methodology. For ER we only considered
fully supported documents as evidence retrieved.

The BiLSTM-Att Model as our first ER model was a 3-way classification task, we
adequately trained our model as shown in Figure 4.2. We stopped the training pro-
cess after eight epochs, as we noticed a lot of overfitting happens past eight epochs.
Due to its classification task and its requirement for coherent evidences, we see an
increase in accuracy by two percent when coherent evidence is required. Its confu-
sion matrix shows consistent misclassification of the NEI and REF classes into SUP
this leads to a penalised recall of 44%. The least understood class by this model is
the NEI class.
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The Siamese BiLSTM was a 2-way classification task that was trained for 40
epochs as shown in Figure 4.1. The 77.1% accuracy acquired supports the notion
of similar evidence regardless of its verdict being SUP or REF. The confusion ma-
trix in Table 4.2 shows that the network can appropriately distinguish between the 2
classes with better accuracy with the NON-VERIFIABLE class. This is perhaps due
to VERIFIABLE information and its potential to be broken up into SUP and REF.

Comparing across our ER algorithms we obtained the best accuracy from the
Siamese Bi-directional LSTM with 77.15%, this is possibly because its 2-way clas-
sification task only specifies if a given sentence is an evidence or not, greatly sim-
plifying the problem space. However, the LSTM-Att is a 3-way classification task
that requires the presences of only high scoring coherent evidences to be retrieved.
Hence, when comparing across the two ER models we expect that the Siamese BiL-
STM would have a higher recall (80) than the LSTM-Att (49.6). We expected the
LSTM-Att to have a better precision score than the Siamese Bi-LSTM due to its 3-
way classification task, which was false.

In comparison to the state of the art and baseline metrics, the Siamese BiLSTM
acquired good recall but the LSTM-Att did not outperform the Baseline model in
recall. Recall is important because it evaluates how much evidence we can identify.
The Siamese BiLSTM F1 score (75.5) outperforms the state of the art Papelo (64.85) -
TF-IDF for Document Retrieval and string matching using named entities and capi-
talized expressions. Hence, portraying the potentials of the 2-way task for Evidence
Retrieval.

The ROC AUC of the Siamese BiLSTM is 0.775. This means that the Siamese
BiLSTM 77.5% of the time, is capable of distinguishing between those sentences that
are evidences to a claim and those that are not.

The Claim Verification algorithms use the evidences retrieved as inputs during
the verdict process. Essentially we consider label accuracy when checking the per-
formance of the model on a dataset of ground truth, and FEVER score when consid-
ering the input from the preceding ER component.

The Random Forest CV algorithm being a machine learning algorithm is slightly
more robust as a result of its engineered features. It achieved a label accuracy of
33.32% which means an evenly split odd across the three classes. Perhaps better
feature extraction and the Bag of Words model could better improve its scoring.
The Random Forest test accuracy improved when given data from the Siamese BiL-
STM network. This indicates that the combination of evidences provided was better
suited to the features used.

We performed early stopping on the BiLSTM-ESIM model at five epochs. We
achieved the highest label accuracy of our study of 57.60%. The results show that of-
ten SUP and NEI classes are misclassified as REF with this model. LSTM-ESIM vari-
ants were used by the top 3 teams in their implementation of the RTE component.
The LSTM-ESIM is the state of the art of RTE, and in this case our implementation
provided better overall label accuracy, with precision, recall and F1 scores all above
57%. The main reason of its high performance nature is its encoding and alignments
layer that computes on score for each elements in two vectors before a matching is
performed using neural networks and then propagated to the max-pooled output
layer, therefore increasing its ability to retain context and enhance inference.

Since all components in our pipeline are setup, we calculated our FEVER scores
and compared it to the benchmarks and state of the art. We noticed that models
that have a high FEVER score usually required a high recall for their Evidence Re-
trieval component. This supports the notion that models find it harder to predict
RTE when more relevant evidences are available. The highest scoring FEVER Score
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is still the submission of the UNC-NLP group. We observed that the Random Forest
was less rigid on its classification tasks in comparison to the ESIM. As depicted in
Table 4.10, the Siamese BiLSTM + BiLSTM-ESIM outperformed team Papelo on the
FEVER Score, however the BiLSTM-ATT + BiLSTM-ESIM performed even worse
than the baseline on the FEVER Score, perhaps due to bad recall.

Random Forest results however remain consistent. This is because the relevant
features extracted from text like Parts of Speech and word counts are not as influ-
enced by context, in comparison to the BiLSTM-ESIM network that checks for align-
ment within a text.

Although our end to end pipelines did not outperform the FEVER Score, how-
ever there exist the potentials for the individual pipeline components in further
work, improving on the benchmark and state of the art.
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Chapter 6

Conclusion

In conclusion, we discuss how Fact-checking is a type of content-based rumour de-
tection relating to a portion of an overall fake news detection problem [5]. We high-
light many issues caused by the spread of fake news and why it has become of in-
creased importance to automatically detect it. We consider the FEVER Shared Task,
highlight the problem background it attempts to solve, and evaluate the benchmark,
state of the art models, and proposed pipelines.

Finally, it is clear that there is potential in appropriate preprocessing and enrich-
ment of text that is used any where in the pipeline. Good text enrichment has always
improved precision, recall and FEVER scoring of any ER-CV pair. In this study how-
ever, no ER-CV pairs outperformed the benchmark on the FEVER Scores, we acquire
solutions that could rival the state of the art, since we outperformed the benchmark
in the ER sub tasks leading up to the main FEVER scoring task.

For future work, we could consider some Network-based or Knowledge Graph
based approaches including Ciampaglia et al. (2017) approach to Fact-checking by
transforming a sentence into a subject-object-predicate triple and checking the prob-
ability of an observed triple being in a graph through path semantic proximity be-
tween entities under a transitive closure [28]. For this approach a distantly super-
vised relation extraction method for text will be required to describe the relationship
between identified entities into a Knowledge Graph [7].
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Appendix A

FIGURE A.1: This figure depicts our fact-checking process and
methodology. The first lane is pipeline flow as an overview. ER
Algo(1,2,3) and CV Algo(1,2) implementations are substituted as ER

Algo and CV Algo respectively.
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