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Abstract

The currency market deals with all aspects of buying, selling and hedging currencies.

Financial markets are a complicated system and are difficult to model due to structural in-

stabilities and noise driven by different factors such as economic conditions, investor be-

haviour, and politics. Investors are required to be abreast of the latest economic news while

also synthesizing historical market performance in order to come up with investment strate-

gies that minimise risks and maximise profits. With the rapid growth of digitisation of news

articles, analysis of such information can be difficult due to the volume and variety of con-

tents; therefore, requiring automation. Text mining approaches can assist in automating the

process of extracting useful information from multiple news article contents and possibly

improve market predictions when combined with historical market prices.

In this thesis, we investigate whether information derived from news articles adds statis-

tically significant predictive power in exchange rate market forecasting. This is done by

comparing the performance of the ARIMA, SVR and LSTM in forecasting the closing prices

of the USD/ZAR currency pair. Furthermore, we investigate the effect of Reddit news head-

lines and Reuters news article contents on the prediction of the USD/ZAR currency pair, by

using Latent Dirichlet Allocation (LDA), to extract topics from raw text documents and using

these as additional input features to LSTM and SVR models. The results show that the tradi-

tional ARIMA outperforms the SVR and LSTM models in forecasting the USD/ZAR closing

prices, however, the additional news features can yield statistically significant improvements

in performances of SVR models when forecasting the daily USD/ZAR closing prices. While

marginally improving LSTM models. The performances of improved SVR and LSTM models

show no statistically significant differences when compared to ARIMA models.
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1 Introduction

1.1 Background

Exchange rates are a measure of one country’s currency with reference to another and are

determined in the foreign exchange market or the currency market. The currency market is a

platform that deals with all aspects of buying, selling and hedging currencies [45]. Financial

markets are a complicated system and are difficult to model due to structural instabilities and

noise driven by various elements such as economic factors, investors behaviour, and politics

[58]. Exchange rates prediction is one of the most laborious tasks in the financial services

industry, and thus it is of crucial importance [45] [58]. Investors, importers and exporters

make decisions to buy or sell a currency based on the value and its volatility. In an attempt

to minimize risks and maximize returns, practitioners and academics have dedicated signif-

icant efforts to investigate the currency market to comprehend its influential components,

performance techniques and features [45][58] [21].

There are two main approaches used to analyze the currency market, particularly, the fun-

damental and technical analysis [57][21]. Fundamental analysis is a technique used to assess

exchange rates based on basic economic factors extracted from economic models [21] [58].

It takes into consideration the assumption that exchange rates have a tendency to revert to

their real value over time [21] [58] [41]. Due to its robustness in deducing the basis forecasts,

this method commonly used for long-term investment strategies [41][58]. In contrast, the

technical analysis method pays particular attention to the features of market movements,

through the analysis of historical data [41] [58]. This method is particularly reactive to mar-

ket movements because its strategies are mostly built based on popular models, and for this

reason, it is used in short-term trading [58].

With recent notable developments of computational intelligence theory and methodology,
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and increasing complexities in data generated, more techniques have emerged that focus on

the analysis and prediction of exchange rates. From a machine learning and artificial intel-

ligence perspective three main data sources are utilized, historical time series data as used

in technical analysis, semantic components and sentiment data extracted from political and

financial news articles as used in fundamental analysis [56]. In such scenarios, the frontier

between technical and fundamental analysis is likely to be unclear. Thus, the resulting model

cannot be grouped as technical or fundamental, but there is a need to assess which funda-

mental or technical features should be incorporated in order to find the most appropriate

model [58].

The use of textual information in financial time series modelling has long been the tradi-

tion of the trading practice. In order to make beneficial decisions, investors are required

to carefully read relevant financial and economic news, study market trends and political

events that influence markets. With the rise in the volume of internet usage, there has been

an increasing number of financial reports and news articles. Therefore it is of crucial impor-

tance to automate this process [41]. The idea of analyzing textual information for financial

forecasting dates back to the 1980s, however automating this process has made little progress

throughout the literature for various reasons [56]. This research report uses text mining tech-

niques in financial time series prediction.

1.2 Study Aims and Objectives

This research aims to investigate whether news article headlines or contents can be used as

one of the predictors for the exchange rate market. The hypothesis is that contents of news

articles contain vital information for assessing the performance of the currency market in a

short term. We evaluate and compare the predictive performance of ARIMA, SVR and LSTM

on the historical USD/ZAR closing prices, and further investigate whether topics contained

by news article headlines and contents can improve the predictive performance of the LSTM

and SVR models.
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1.2.1 Problem Statement

Analysts are required to read latest financial and economic news and study historical market

performance in order to come up with investment strategies that minimise risks and max-

imises profits. The task its self can be difficult and time consuming for humans as there has

been a rapid growth of digitization of news articles. Analysis of such information is beyond

human capabilities and therefore requires automation. A vast number of tools have been

developed for analysing historical market prices in the literature, however research on the

use of textual data in this field has been of limited success. Text mining approaches can assist

in automating the process of extracting useful information from multiple news article con-

tents and possibly improve market predictions when combined with historical market prices.

Mo, Liu, and Yang [34] shows that there is strong correlation between news sentiment and

market returns this validates that analyzing news articles can be beneficial for market pre-

diction. In overall, we aim to elucidate the following research questions:

• What fundamental topics in the news articles influence future movements of the South

African currency market?

• How financial news articles influence the predictive performance when predicting for-

eign exchange rate market movements?

1.3 Contributions Of The Study

Although financial time series forecasting has been a popular topic in academia, research on

forecasting emerging markets such as the South African Rand (ZAR) against other currencies

from the machine learning and NLP perspective has been of limited success. Consequently,

it stands to reason that there exist abundant opportunities to better understand the drivers of

the South African currency market. Specifically, this research provides insights on the effect

of news article headlines and contents on the USD/ZAR pair. We also demonstrate differ-

ences in the performance of the traditional time series forecasting technique (i.e ARIMA) and

machine learning techniques (i.e SVR and LSTM) for this task. We identify top topics from

Reddit news headlines and Reuters news article contents using an unsupervised topic clus-

tering technique LDA and our result shows that these can have positive predictive power
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in forecasting the USD/ZAR pair. Therefore, this research presents text mining as a new

approach to improving predictive performance in exchange rate modelling.

1.4 Structure Of This Research Report

The rest of this report is organised as follows: Chapter 2 contains "literature review" on fi-

nancial time series modeling, chapter 3 provides methodology and experimental settings fol-

lowed in this research, chapter 4 provides experimental results and discussions, and chapter

5 concludes.
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2 Literature Review

Predictability of Financial Markets

Predictability of financial markets is one of the most important and attractive topics for re-

searchers and investors. Financial forecasting covers prediction of key indicators, such as

volatility, price and volume in the currency exchange or stock markets. Ability to accurately

predict financial markets can support investors in creating beneficial investment strategies

[57]. With regards to predicting financial markets, various theories are available. The well

known efficient market hypothesis (EMH) theory introduced by Fama [14] is the most pre-

vailing theory in market prediction. The EMH states that financial markets mirror all avail-

able information and always trade at a fair value [50] [34]. The EMH theory is further broken

down into three types: weak, semi-strong and strong. In weak EMH, market prices are im-

mersed with historical information. The semi-strong EMH progresses by incorporating both

history and publicly available current affairs in market prices. Strong EMH advances from

semi-strong EMH by also incorporating private information such as internal news in market

prices [50]. From the principles of EMH, markets are believed to react promptly to news

releases and general political events and thus are completely unpredictable [14] [50]. The

random walk theory also proclaims that despite the availability of information, predicting

financial markets is completely impossible [32].

2.1 Financial Forecasting Techniques

This section gives a background on previous work on financial time series forecasting. There

are a number of technical approaches that have been successful in literature. These can be

separated into two types, namely, traditional time series and machine learning methods [57]

[3].
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2.1.1 Traditional Time Series Methods

Time series analysis methods can be grouped into two types, namely, univariate and mul-

tivariate models [52]. Univariate time series models analyze a series of a single variable

recorded sequentially over time e.g, daily historical stock prices [52]. A popular example of

a univariate time series method is the autoregressive integrated moving average (ARIMA)

model. Traditional time series approaches are linear models and are often incapable of fore-

casting financial markets due to the complex nature of the market. However, ARIMA mod-

els have been demonstrated as a powerful tool for generating short term market forecasts in

comparison to other favoured methods such as artificial neural networks (ANN) [3].

Academics have developed numerous modifications to ARIMA models to account for the

complexity of the market and improve predictive accuracy [52]. Multivariate time series

models are a natural expansion of univariate models. They are commonly used to investigate

relationships between historical market prices and other financial indicators [52]. Multivari-

ate time series techniques involve linear regression and GARCH [3] [55]. Most traditional

approaches rely on strong assumptions regarding the structure of the time series that is, data

are assumed to be generated from stationary stochastic process, which may not be realistic

for market data [52]. However, GARCH models propose a process for analyzing dynamic

stochastic variances. In this way, GARCH models are effective in modelling market risk [52].

The linear structure and strict assumptions that are required by traditional time series mod-

els restricts them from successfully modeling the underlying performance of the markets,

which is their main drawback [58].

2.1.2 Machine Learning Methods

Support Vector Machine (SVM) and ANN are established machine learning models for mod-

elling financial markets [53]. With their flexibility and ability to effectively model complex

patterns between inputs and outputs, they both offer a great alternative to traditional time

series approaches for financial market prediction [58]. Previous researchers have shown that

the ANN performs better than traditional forecasting methods [19]; [24]. Hsu, Tse, and Wu

[19] applied both ANN and ARIMA to forecast the stock index. This demonstrates compet-

itive abilities of the ARIMA model and the ANN model in financial forecasting [19]. ANN
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models are built based on empirical risk minimization principles. Local minimum problems,

difficulties in determining the learning rate, and overfitting issues limit the application of

ANN-based models in financial forecasting [52]. However, SVM uses kernel functions and

has a global optimum. Therefore, it achieves better generalization error compared to ANN

[52]. A study regarding the use of SVM in financial forecasting is presented by Sheta, Ahmed,

and Faris [53]. The study compares Regression, ANN and SVM to model the S&P 500 stock

index. The SVM outperforms regression and ANN models. Similary, Liu et al. [28] investi-

gated Logistic Regression (LR), gaussian discriminant analysis (GDA), naive bayes (NB) and

SVM in forecasting the S&P 500 market index. The result shows superior performance on the

SVM model with the Radial Basis Function (RBF) kernel. Kara, Boyacioglu, and Baykan [24]

applied both ANN and SVM in prediction of stock market movements. Experimental results

shows superior performance on ANN based model compared to the SVM model. Xin-Yao

and Shan [55] compared performances the of ARIMA, LR and SVM for stock index forecast-

ing, and the SVM demonstrated superior performance compared to other models.

Additional neural network based techniques such as "recurrent neural networks (RNN)"

have also been prevalent in financial sequence modelling. The RNN has shown superior

ability to learn complex temporal patterns compared to feed forward neural networks [13].

Particularly, the LSTM RNN has been gaining popularity in sequence learning due to its

success in diverse applications being natural language processing, image processing and

speech recognition [25]. [30] uses RNNs to forecast the daily USD/JPY currency pair. The

result shows that RNN are effective in modelling non linear time series. Di Persio and Hon-

char [13] presents a study that RNN implements for financial time series forecasting. Where

different types of RNN archetectures are compared i.e. the "basic multilayer RNN, Long

Short-Term Memory (LSTM) and gated recurrent unit (GRU)". Their results show that the

LSTMs approach performs better than other RNN based architectures. Which demonstrates

the superiority of the LSTM in modelling sequential data

Tree based approaches have also been successfully applied to forecast a wide range of fi-

nancial time series [26]. These approaches are generally applicable for classification and

regression tasks. A decision tree is a type of learning model that predicts output values by
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applying different decision rules based on its input features [1]. Different examples of deci-

sion tree based approaches such as decision trees, random forests (RF), and Chi-squared au-

tomatic interaction detection (CHAID) have been applied in financial forecasting. Like other

SVM and ANN, tree based methods provide reasonable alternatives to traditional techniques

that are often limited by strong assumptions in modelling financial markets. Researchers use

decision trees because they are simple and interpretable. However, similar to ANN, decision

trees suffer from overfitting issues. RF provides a solution to improve the predictive perfor-

mance of decision trees and avoid overfitting [26].

One of the studies with reference to the utilization of a tree based method for financial predic-

tion is presented by Patel et al. [43]. The study compares a random forest model with ANN,

SVM and NB in stock market prediction. The results show that the RF model outperforms

ANN, SVM and NB. Aggarwal et al. [1] presented a CHAID model to estimate the volatil-

ity of the Indian stock market. CHAID is a method based on adjusted significance testing,

therefore it has an ability to provide information about features interactions [1]. Similary,

Imandoust and Bolandraftar [20] applied "RF, decision trees, and NB" to predict daily TSE

currency prices. The decision tree performed significantly better than RF and NB models [20]

The application of HMM has also been prominent in financial time series forecasting. HMM

are based Markov chains theory and are known to be substantial for time series data mod-

elling [16]. They have been widely applied in different areas such as pattern and speech

recognition, DNA sequencing, and image processing [17]. An experiment presented by [39]

used HMM to predict the S&P 500 stock market index. In a similar fashion, [38] also applied

the HMM to forecast daily stock prices of Apple, Google, and Facebook. Again, [27] used

linear regression line as a feature extraction method and then applied HMM in of the foreign

exchange rate overtime. The HMM model presented promising result in short term trading.

2.1.3 Text Mining for Financial Time Series Prediction

Market movements are strongly driven by the availability of new information, vast amounts

of information are streaming on digital platforms. With different types of information in-

cluding political news, financial news articles are considered to be the most consistent source

for researchers and investors alike [50] [51]. A variety of methods are available to analyze
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financial news articles. There is often a need to pre-process textual data by extracting mean-

ingful features before further analysis. These features are extracted using sentiment analysis

or semantics modeling. Both these feature representation methods employ computational

linguistics techniques such as natural language processing (NLP) [56].

A commonly used methods for textual feature extraction is the bag of words approach, which

formulates a vector representation (vectorization) of a text field based on a set of words and

the frequency of their appearance [56]. This approach, often requires the removal of stop

words such as "is", "the", "a", etc. The bag of words method disregards word order and can-

not capture similarity in different phrasing, which is the obvious drawback of this method

[56]. These issues are solved by examining textual semantics in documents, traditionally n-

gram based approaches are used to achieve this task [56] [5].

With recent developments in computational intelligence theory, more semantic similarity es-

timation or word embedding approaches have emerged. Deep learning has been one of the

successful methods in changing the way text vectorization is done and finding better ways

to represent text [56]. Semantic textual similarity is relevant for different tasks including

machine translation and question answering [31]. Advancing from word embedding, topic

models are used to capture semantics at a document level, allowing an analysis of large vol-

umes of financial articles [5]. Topic models define documents as mixtures of various topics.

Feature extraction is performed based on topic distributions within documents [40]. Pera-

munetilleke and Wong [45] were one of the first research papers to use news data to forecast

exchange rates. Their research used news headlines as inputs and the model performed sig-

nificantly better than random prediction [45].

Nguyen and Shirai [40] and Jin et al. [23] are two studies that apply topic modelling based

approaches to analyze textual information for financial forecasting. Jin et al. [23] used "La-

tent Dirichlet Allocation (LDA)" which was initially proposed by Blei, Ng, and Jordan [6] for

feature extraction. LDA was used to classify news articles into different topics and obtain

each article’s topic distribution which were further used for sentiment analysis. Nguyen and

Shirai [40] proposed a novel approach to topic modeling Topic Sentiment Latent Dirichlet

Allocation (TSLDA). TSLDA is an extended version of LDA that captures topics and their
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sentiments simultaneously in documents [40].

Sentiment analysis has became a popular forecasting tool in finance, a lot of work has been

done in this field for stock market prediction. However, the use of sentiment analysis of

news articles in foreign exchange rate prediction has been limited in literature. Nassirtoussi

et al. [36] presents a novel approach to foreign exchange prediction that incorporates finan-

cial news sentiment analysis. Their work focuses on tackling problems associated with high

dimensionality of the data and that of semantic similarity estimation in textual data. This

method performs significantly better reaching 83% accuracy [36]. Jin et al. [23] performs sen-

timent analysis based on topic distributions per document as produced by LDA model. This

was done through identification of top topics (i.e increase, decrease) by combining news arti-

cles with currency trends in the training data and later using linear regression for sentiment

prediction [23]. The result successfully demonstrates a predictive relationship between the

foreign exchange market and the financial news data. Other various techniques have been

used for sentiment analysis such as Naive Bayes, Maximum Entropy and SVM [42].

Forecasting exchange rates has been a popular topic for the world’s most traded currencies

such as the United States Dollar (USD), Euro (EUR) and the Japannese Yen (JPY). Research

on forecasting emerging markets such as the South African Rand (ZAR) against other cur-

rencies from the machine learning perspective has been limited. There are also limitations on

literature that uses machine Learning and NLP approaches for this task. More work needs to

be done in the area to find techniques that can effectively identify correlations between news

articles and financial markets. Thus, this research focuses on analyzing the South African

currency market in this regard.
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3 Methodology

3.1 Research design

Due to the complex nature of the currency markets, forecasting accuracy using text data is

usually low in existing literature, despite the application of state of the art machine learn-

ing approaches. The ARIMA, SVR and the LSTM have been demonstrated as efficient tools

for sequential data modeling [3] [13] [28], therefore, we explore their performances in fore-

casting the USD/ZAR closing prices. Furthermore, features derived by text mining of news

headlines and contents are incorporated in the SVR and the LSTM models. To analyse the ef-

fectiveness of textual features, we follow two types of approaches. Firstly, we build forecast-

ing models using historical prices only and then build the same models while incorporating

textual features.

3.2 Methods

3.2.1 ARIMA Models

The mathematical formulation of the ARIMA model can be presented as follows [3]:

Yt = φ0 +
p

∑
i=1

φiYt−i + εt +
q

∑
j=1

θjεt−j (3.1)

Where,

• Yt is the actual price at t,

• εt is the error at t,

• φi, θj are coefficients,

• p and q are integers (often called AR and MA orders respectively)
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3.2.2 Support Vector Regression

SVR is a method based on SVM suitable for continuous outputs [47]. The mathematical for-

mulation can be presented as follows [8]:

Given data with n dimensional input features xi and one output vector yi in the form of

S = {(xi, yi)}N
i=1. The aim is to find a function that effectively maps the original dataset into

a higher-dimensional space, that is, solving equation 3.2:

h(x) = ∑
i

αiyi(xT
i xi) + b (3.2)

Where, xi and yi are support vectors with αi and b coefficients. The coefficients can be

approximated by minimizing the following standardized function:

R(C) = C
1
N

N

∑
i

Lε(yi, h(xi)) +
1
2
‖w‖2 (3.3)

Lε(y, h(x)) =


|y− h(x)| − ε, if y− h(x) ≥ ε,

0 , otherwise.
(3.4)

Where:

• ε threshold out of sample error,

• Lε(y, h(x)) is a linear loss function [7]; [47],

• 1
2‖w‖2 in equation 3.3 is used as a measure of flatness, and

• C is a regularization parameter for determining the trade-off between the training error

and model flatness.

We can introduce slack variables ζ and ζ∗ and consequently we

Minimize:

min
[
‖w‖2 + C∗

N

∑
i
(ζi, ζ∗i )

]
(3.5)
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Subject to:

yi −w · xi − b ≤ ε + ζi

(w · xi + b)− yi ≤ ε + ζ∗i

(3.6)

With ζ, ζ∗ ≥ 0. substituting equation 3.2 results in the following objective function.

f (x, α, α∗) =
N

∑
i=1

(αi − α∗i )K(x, xi) + b (3.7)

Where K(x, xi) is a"Kernel function, αi and α∗i are "Lagrange multipliers" that satisfy the fol-

lowing:

• αi × α∗i = 0

• αi, α∗i ≥ 0 i = 1, ..., N

These are Lagrange multipliers are obtained by maximizing:

W(α, α∗) =
N

∑
i=1

yi(αi − α∗i )− ε
N

∑
i=1

yi(αi + α∗i )−
N

∑
i,j=1

yi(αi − α∗j )K(xi, xj) (3.8)

With the following constrains

• ∑N
i=1 αi = ∑N

i=1 α∗i

• 0 ≤ αi ≤ C for i = 1, ..., N

• 0 ≤ α∗i ≤ C for i = 1, ..., N

Finally, the process of training the SVM is similar to optimizing the Lagrange multipliers

with equation 3.8 inequality constraints [47]. Different types of kernel functions can be used

in this process, namely, the linear, polynomial, radial basis function (RBF), and sigmoid ker-

nel. With the following mathematical formulations.

Linear,

K(xi, xj) = xi
Txj (3.9)

Polynomial,

K(xi, xj) = (1 + xi · xj)
d, (3.10)
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RBF,

K(xi, xj) = exp(−γ‖xi − xj‖2), (3.11)

Sigmoid,

K(xi, xj) =
[
v(xi, xj) + α

]
, (3.12)

Where,

• d in equation 3.9 is the polynomial degree

• γ in equation 3.11 the kernel function parameter.

3.2.3 Long Short Term Memory

LSTM’s are a particular type of an RNN introduced by Hochreiter and Schmidhuber [18] as

a solution to RNN’s short-term memory problem. The LSTM architecture is comprised of a

set of recurrently connected memory blocks. Each of these blocks contain one or more self-

connected memory cells and three multiplicative units that provide signals of write read and

reset operations for the input, output and forget gates [25]. The multiplicative gates permit

memory cells to reserve and ingress information over long time periods, that way overcom-

ing the vanishing gradient problem. The LSTM uses the cell state Ct as a conveyor belt that

simplifies information flow across the network unchanged. The network can append or dis-

card information from the cell state, and cell gates control this. Initially the LSTM has to

decide what information shall remain or be omitted in the cell state, the forget sigmoid layer

known as the forget gate layer enables this by taking the input Xt, and the previous hidden

state ht−1 for each value in the cell state Ct−1. At time t the output of the cell state Ct is

computed as:

ft = σ(W f · [ht−1, Xt] + b f ) (3.13)

An additional step is to choose the type of information that is transferred in the cell state

for the output ht. This is done by using explicit gating mechanisms, where the sigmoid

layer called the input gate layer decides which values will be updated and the tanh layer
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establishes a vector of new possibles values, Ĉt, that can be appended to the state. The

formulation for cell state updates is defined as:

it = σ(Wi · [ht−1, Xt] + bi)

Ĉt = tanh(Wc · [ht−1, Xt] + bc)
(3.14)

Ct = ft ∗ Ct−1 + it ∗ Ĉt (3.15)

Equation 3.15 is applied to update the past cell state Ct−1 into the new cell state Ct. Where

σ is the sigmoid activation function defined in equation 3.16, tanh is the hyperbolic tangent

function given by equation 3.17, and the current hidden state ht is obtained by multiplying an

element-wise tanh of the current cell state i.e ot with the output gate as shown by equation

3.18. Vectors W, b and o ∈ 1, ..., are binary gates that control whether each Ct is updated,

whether it is reset to zero, and whether its state is revealed in the hidden vector respectively.

σ(x) =
1

1 + e−x (3.16)

tanh(x) =
ex − e−x

ex − e−x (3.17)

ot = σ(Wo[ht−1, Xt] + bo)

ht = ot ∗ tanh(Ct)
(3.18)

3.2.4 Latent Dirichlet Allocation

LDA is an unsupervised probabilistic model concerned with understanding topics across

documents. It was initially introduced by Blei, Ng, and Jordan [6] and it has been demon-

strated as an efficient tool for topic modeling throughout literature. In LDA each document

is assumed to be a mixture of different topics. Given a corpus D consisting of M documents.

Each document d consists of Nd words for d ∈ 1, ..., M, LDA models the corpus by the fol-

lowing generative process [6]:
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1. Choose a topic mixture or multinomial distribution φt for topic t (t ∈ 1, ..., N) from a

"Dirichlet distribution" with parameter β

2. Choose a "multinomial distribution" θd for each document d in the corpus from a

Dirichlet distribution with parameter α

3. For each word Wn where n ∈ 1, ..., Nd in document d:

(a) Select a topic zn from θd

(b) Select a word Wn from φzn

FIGURE 3.1: Plate Notation [6]

Figure 3.3.3.2 and the above generative process explain the relationships between ob-

served variables (words) and unobserved variables φ and θ [22]. The probability of observed

variables and the Dirichlet prior parameters α and β can be computed as follows:

P(D|α, β) =
M

∏
d=1

∫
P(θd|)(

Nd

∏
zdn

P(zdn|θd)P(Wdn|zdn, β))dθd (3.19)

Finally, LDA treats documents as probability distributions over latent topics, where each

topic is treated as a probability distribution over words. The corpus is produced by a gen-

erative process that is defined by the joint probability distribution over observed and unob-

served variables as in equation 3.19.

3.3 Experimental Design And Analysis

This research focuses on the prediction of the daily USD/ZAR currency pair using both news

articles and historical prices. In order to address the research questions described in section

1.2, we perform the following experiments:



17

1. Performance comparison of ARIMA, SVR and LSTM in forecasting the closing prices

of the USD/ZAR pair for two separate periods.

2. Building LDA-based topic models as follows:

• We build a separate topic model for each news data sets (Reddit headlines and

Reuters news contents) and obtained their topic distributions.

• Aligning topic distributions with historical currency data

3. Performance comparison of SVR and LSTM in forecasting the currency closing prices

using historical currency prices and topic distributions as input features.

The detailed experimental process is provided in sections 3.3.2 and 3.3.3.

3.3.1 Data Description

The study presented in this research report focuses on the analysis of the daily USD/ZAR

currency pair using both news articles and historical prices. We collected two types of data

sets for the development of our models, namely, historical exchange rates and general news

article headlines and contents.

3.3.1.1 News Article datasets

To obtain relevant news articles for our experiments we collected data from a public source

published by Kaggle [54] and the Reuters news website. The kaggle news headline data set

was sourced from the Reddit World News Channel for the period of approximately 8 years

(08-August-2008 to 01-July-2016), with 25 news headlines for each day [54]. The second news

data set was collected using News API [37] from Reuters.com. Reuters news are published

on a daily basis and gives detailed discussions on the day’s economic events, politics, enter-

tainment and technology. Reuters news were collected daily for the period of 30-July-2018 to

08-August-2019, with 10 articles for each day. These data sets were collected separately due

to data availability, Reuters news provides both news headlines and contents, and for this

reason, we decided to explore the effect of both headlines and contents separately. We use

the 8 year period of data to analyse the effect of news headlines and we denote that experi-

mental process as experiment 1. The 1 year period of data is used to explore the effect of news

contents and is denoted by experiment 2.
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We split both data sets into training and testing set in order to evaluate the model’s abil-

ity to generalise on unseen data. The training data points for experiment 1 cover the time

period from 08-August-2008 to up to 31-July-2015 having a total of 1821 observations, while

observations from 01-Jun-2015 up to 01-July-2016 are used for testing which has total of 240

observations. For experiment 2, the training set is comprises of observations from the 30-

July-2018 to the 31-May-2019 with a total of 231 observations, and the testing set is comprises

of observations from 01-June-2019 to 08-August-2019 with 49 observations.

3.3.1.2 Historical Foreign Exchange Rate Data

We collected historical USD/ZAR prices from a global financial portal (Investing.com). The

historical price data set is comprised of closing, opening, high, low price, and percentage

change attributes and was collected daily for two separate periods. The first period is from

08-August-2008 to 01-July-2016, which is approximately eight years of data, with 2061 obser-

vations. The second period is from 30-July-2018 to 08-August-2019, which is approximately

one year of daily data, with 291 observations. Both data sets are exclusive of weekends and

as they are not considered as valid trading days. The original closing prices for experiment

1 and 2 are shown in figures 3.2 and 3.3 respectively.

Dataset Period # obs. # news articles
Experiment 1 08-Aug-2008 to 01-Jul-2016 2061 51525
Experiment 2 30-Jul-2018 to 08-Aug-2019 291 7275

TABLE 3.1: Data description

3.3.2 Historical price-based approach

In this part we only use historical prices to build our forecasting models. The purpose of

this experiment is to explore patterns within the USD/ZAR historical prices, and use these

models as a baseline for evaluation of the effectiveness of news article features. Sections

3.3.2.1, 3.3.2.3 and 3.3.2.4 describe processes we followed when implementing the ARIMA,

SVR and LSTM respectively.
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FIGURE 3.2: Original daily USD/ZAR closing prices for experiment 1
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FIGURE 3.3: Original daily USD/ZAR closing prices for experiment 2

3.3.2.1 ARIMA Implementation

ARIMA models are developed by utilizing the Box-Jenkins technique through the following

repetitive steps:
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1. Model identification: in this step we use autocorrelation analysis and partial autocorre-

lation analysis to investigate any trends, stationarity, and seasonality patterns on the

time series data. The ARIMA model expects stationary time series as an input. There-

fore, a time series that is not stationary, requires data transformations in order to induce

stationarity.

2. Model parameter estimation: Once necessary data transformations are done, the sub-

sequent step is to estimate model coefficients in order to determine the best suitable

model for the dataset. To achieve this, we used the statsmodels module to build train the

ARIMA model while exploring different parameter combinations of p, q and q. Rea-

sonable models were determined by comparing different outputs of RMSE and AIC

values and smaller values indicate a better model.

3. Model diagnostics: In this step, we evaluate the reasonable model for adequacy based

on the stationarity premise and decide whether it can be used to generate forecasts.

We followed the above steps to develop and train ARIMA models using the USD/ZAR

closing prices for experiment 1 and experiment 2. Figure 3.4 shows ACF and PACF plots

for experiment 1 dataset. The ACF plot is slowly dying down and the ACF shows that the

is a time dependent structure at lags 1 and 3, these both show that the series for experi-

ment 1 is not stationary. Similarly, figure 3.5 shows the ACF and PACF plots for experiment

1. These plots suggests that both dataset require transformations to induce stationarity at,

which means, the parameter one level of differencing is required in order to build appropri-

ate ARIMA models for both experiment 1 and 2. The next step is to determine parameters

p and q respectively. These were determined by exploring a range of different values of p, d

and q using gridsearch. These final models were then used to forecast their corresponding

testing sets and their performances were measured as per section 3.3.4

3.3.2.2 Data Preprocessing

The SVR and LSTM are both supervised learning techniques that map inputs to outputs

based on given input and output pairs. Currency data do not posses this structure, therefor

data transformation is required before applying these models. The following data transfor-

mations are performed on the datasets prior to fitting models and making forecasts.
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FIGURE 3.4: ACF and PACF for experiment 1
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FIGURE 3.5: ACF and PACF for experiment 2

1. Transforming the time series into a supervised machine learning problem, specifically,

each data set was transformed into its inputs and output labels by using observations

of previous time events as inputs to forecast the current time event. That is, forecasting

the closing price at time (t) using values of closing, opening, high, and low price at

times (t− 1), (t− 2), ..., (t− n) where n is the number of lags or previous time steps.

2. Feature Scalling: all features in the datasets were converted to their z− scores, where

z = x−µ
σ , µ is the mean and σ is the standard deviation of each feature. Feature scaling

is one of the most critical pre-processing steps in machine learning to ensure that all
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features are of the same scale before fitting models.

3.3.2.3 SVR Implementation

After data preprocessing, SVR models were developed using the Scikit-learn package in

Python [44]. When fitting a supervised learning model we use the training set to build

the model and then evaluate its performance using the testing set. One of the most com-

monly used procedure for model evaluation in machine learning is cross validation. This

method is applicable for independent observations, however, when it comes to sequential

observations it has been demonstrated likely to overfit [48]. Therefore, we apply the modi-

fied cross-validation technique introduced by Chu and Marron [12]. To do this, we further

split the training set into multiple segments, with each segment having the training and the

validation set. We employ the TimeSeriesSplit() function to split the training set into 5 seg-

ments. This function allows time based data splits for dependent observations. We then used

the gridsearchCV() function to estimate and tune parameters the models by measuring the

R2 value from training and evaluation sets. R2 is generally used to compare the degree of

variation between actual and fitted values for regression problems and is, therefore, a suit-

able measure to determine the optimal model. Particularly, possible combinations of values

for C, ε, gamma and the kernel function were explored as per table 3.2. Finally, we evalu-

ated the performances of the best models by forecasting their respective testing data sets.

Transformations were inverted on forecasts to return them into their original scales before

calculating model performance measures as per section 3.3.4.

Parameter Range
C (0, 10000]
ε (0.0001, 0.1]
γ (0.05, 0.5]

Kernel linear, RBF, Sigmoid

TABLE 3.2: Parameter ranges for SVR models

3.3.2.4 LSTM Implementation

The LSTM network models were implemented by using the Keras deep learning package in

python [11]. The LSTM network requires data to be presented in a three dimensional array
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format, where the first feature denotes the batch size, the second feature denotes the time-

steps and the third feature denotes the number of units in one input sequence. Once the

dataset is reshaped, we fit an LSTM network using a keras sequential model. The training

stage of building the LSTM network involves the tuning of hyperparameters before select-

ing a reasonable model. Some of the hyperparameters that can be tuned are the number of

hidden layers, number of neurons per layer, learning rate, drop out rate, batch size, number

of epochs, and optimizers. We evaluated the reasonable model for adequacy by plotting the

validation loss versus the training loss at each epoch.

We construct the models that have one LSTM input layer each with 50 neurons. We added

two hidden layers with 50 neurons each and RELU activation functions, separated by a sin-

gle drop out layer with a dropout rates ranging from 0.1 to 0.5. The drop out layer prevents

overfitting by temporarily removing a ratio of neurons from the network, and its adjacent in-

coming and outgoing connections during model training. Finally, a dense output layer with

a single neuron and RMSProp optimizer was added. We search the space of parameters as

follows. The LSTM networks are trained with 16-80 neurons on the LSTM layer, 50 to 1000

epochs, and a batch size range between 32 to 250.

3.3.3 Text-mining based approach

This section describes the steps taken when obtaining news features from raw text docu-

ments and using them in forecasting closing prices. The experiment is comprised of three

major phases: the data acquisition, data pre-processing and the machine learning phase.

These phases are outlined in Figure: 3.6 and are explained in detail in sections 3.3.3.2 and

3.3.3.3.

3.3.3.1 Pre-processing of unstructured text data

Real-world data often require cleaning due to inconsistencies and corruption that occur dur-

ing data collection. For topic modelling, news data are expected to be clean and consis-

tent. Hence, in this step, Reddit news headlines and Reuters news article contents were

pre-processed separately. The entire pre-processing task was implemented using nltk [29]

and gensim [49] modules in python. These modules provide various operators for dealing

with textual data. Before pre-processing, news articles were aggregated for each day. Basic
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FIGURE 3.6: Research design framework for the text mining approach [36]

pre-processing tasks were performed such as text normalization, stopwords removal, tok-

enization, and lemmatization. Text processing aims to eliminate the words, symbols or char-

acters that provide insignificant meaning for textual feature representation. Tokenization is

a method of separating words or phrases into independent entries in the sentence. Lemma-

tization is a process of converting words to their root forms. In contrast with stemming,

lemmatization does not merely remove endings of words. Rather it uses lexical knowledge

bases to get the correct base forms of words.

This helps reduce the total number of unique words in the dictionary and thereby reduc-

ing the dimensionality of the document-word matrix that is created later. LDA requires its

inputs to be presented as a document-word matrix. The document-word matrix represents

the frequency of terms that occur in a collection of documents. After the pre-processing

stage, textual data was transferred to LDA topic probability vectors that are later used as

features when forecasting the USD/ZAR closing prices.

3.3.3.2 LDA-Based Textual Feature Representation

In this stage, we apply NLP technique for feature selection, extraction and representation. We

used an unsupervised technique to perform text classification amongst documents. Specif-

ically, LDA is used to classify news articles into clusters of topics and obtain each article’s

topic distribution. In the case of LDA for the document-level classification task, there are

two main processes, namely, training and testing. We used the training and testing splits we
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defined earlier in 3.3.1.1 to ensure consistency in our experiments. We build a separate LDA

model each of the news data sets. The document-word matrices of each of the news articles

were used as LDA inputs. LDA models were built using the gensim [49] module in python.

To optimize the number topics K, we run models with different values of K: (2, 18]. The

optimal K is chosen for each data set on the training sets. LDA clusters sets of words based

on their importance automatically from unlabelled documents in an unsupervised fashion;

for this reason, we can not guarantee well intepretable output topic clusters. Therefore, topic

coherence scores were used to determine the optimal number of topics K. Topic coherence

measures are used to score a single topic by measuring the degree of semantic similarity be-

tween the top words in the topic [10], therefore a high score is desired. Finally, the trained

models with the chosen number of topics (K) are evaluated on the test data. The obtained

topic distributions are then aligned with historical currency prices. The final data sets are in

time series format with Date, Topic1, Topic2, ..., Topick, Open, Close, High, and Low as features.

3.3.3.3 Model Building

After aligning the topic distributions with historical currency data. The data sets are split

into training and testing sets as initially described in 3.3.1.1. Prior to fitting the SVR and

LSTM models, the data sets are pre-processing as described in section 3.3.2.2. We then fit

the SVR and LSTM on the training data by following the experimental process described in

sections 3.3.2.3 and 3.3.2.4 respectively for both data sets. Finally, the models are evaluated

on testing datasets by calculating measures presented in 3.3.4.

3.3.4 Performance Measurements

We use commonly used statistical accuracy measures, namely, RMSE, R2, and MAE [2].

These performance measures are formulated as follows [2]:

RMSE =

√√√√ 1
N

N

∑
t=1

(
Ŷt −Yt

)2 (3.20)

MAE =
1
N

N

∑
t=1

∣∣Yt − Ŷt
∣∣ (3.21)
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R2 = 1− ∑N
t=1
(
Yt − Ŷt

)2

∑N
t=1
(
Yt − 1

N ∑t Yt
) (3.22)

Where Yt and Ŷt are the original and the predicted prices at time t respectively.

3.4 Statistical Hypothesis Tests

In order to draw further inferences on the performances of our models, we perform statistical

significance tests on the testing RMSEs of the models. This is done by adopting the hypothe-

sis testing technique used by Mbuvha et al. [33], in testing the testing for differences between

models using the Friedman test [15] and the Nemenyi test. The Friedman test is nonpara-

metric test for a randomized block experimental design, it is used to compare the significant

differences between multiple models with regards to their distributions and it does not as-

sume samples are drawn from a normal distribution [15]. This is therefor an appropriate test

for our performance measurement samples as they are drawn from different algorithms with

unknown distributions. Specifically, the Friedman test investigates the null hypothesis (H0)

that the performances of all models come from identical but unspecified population distri-

butions, against the alternative hypothesis (H1) that at least one model distribution differs.

The test statistic of the Friedman test is calculated as:

FR =
12

rc(c + 1)

c

∑
j=1

R2
j − 3r(c + 1) (3.23)

Where Rj is the sum of the ranks for the RMSE of model j (j = 1, ..., c), r is the number of

blocks (number of random samples), and c is the number of groups or model types. When

comparing more than 5 models, the test statistic FR can be estimated by using a chi-squared

distribution with (c− 1) degrees of freedom. Therefore, the null hypothesis is rejected at a

selected α level of significance if the calculated value FR is greater than the upper-tail critical

value for the chi-square distribution with (c− 1) degrees of freedom.

When significance differences are observed between models, i.e. when the null hypothesis of

the test is rejected. There are various post-hoc tests that are applicable to investigate which

specific models differ from others [15]. The new set of hypotheses then becomes H0 : θk = θj,

for k 6= j vs H1 : θk 6= θj, where θk is the median RMSE of model k. With this test, the null
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hypothesis is rejected for pairwise comparisons at an α level of significance if:

|R̄k − R̄j| ≥ rn; k; 1− α (3.24)

When n −→ ∞ the inequality 3.25 becomes:

|R̄k − R̄j| ≥ qk; n− k; 1− α

√
nk(k− 1)

12
(3.25)

Where ≥ qk; n − k; 1− α is the 1− α quantile of the studentized range distribution with K

and (n− K) "degrees of freedom" [46].
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4 Results And Discussion

In this chapter the results of the study are presented and discussed with reference to the re-

search objectives defined in 1.2. Results are divided according to the data sets detailed in

section 3.3.1.1. Specifically, experiment 1 focuses on investigating the effect of Reddit news

headlines on the predictive performance when forecasting the USD/ZAR closing prices for

the period between 08-August-2008 to 01-July-2016. Similary, experiment 2 focuses on inves-

tigation the effect of Reuters news contents when forecasting the USD/ZAR closing prices for

the period between 30-July-2018 to 08-August-2019. Each experiment is separated into three

parts, firstly, we develop the models using historical prices only, secondly, we apply LDA

on news data to obtain topic distributions that are later used in combination with historical

currency prices to build forecasting models. Finally, we perform statistical significance tests

in order to draw further inferences from our forecasting models.

4.1 Historical Price Based Approach

4.1.1 ARIMA Parameters

We explored different parameter combinations for ARIMA models manually and the Box-

Jenkins methodology suggests that the optimal models are ARIMA(0, 1, 0) and ARIMA(1, 1, 1)

for experiment 1 and 2 respectively. These were chosen with regards to their training RMSE

values. Figures 4.4b shows residual diagnostic plots for the chosen an ARIMA(0, 1, 0) for

experiment 1. The two figures provide evidence that residuals of both models are likely to

follow a normal distribution. Using kernel density estimation plots, q-q plots, and correlo-

grams, we can see that the residuals reflect randomness with no time dependency. Therefore

the suggested models are appropriate for making forecasts.

Similarly, figure 4.2 shows residual diagnostic plots for the chosen an ARIMA(1, 1, 1)

obtained for experiment 2.
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FIGURE 4.1: ARIMA(0, 1, 0) diagnostic plots for experiment 1

4.1.2 SVR Parameters

Table 4.1 shows the optimal parameters for experiment 1 and experiment 2 models respec-

tively. These parameters were determined using gridsearch and they demonstrate that the

non linear RBF kernel is a better fit for both datasets.

Dataset Kernel C ε γ

Experiment 1 RBF 1000 0.1 0.0001
Experiment 2 RBF 1000 0.5 0.0001

TABLE 4.1: Ideal parameters for SVR models
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4.1.3 LSTM Parameters

Parameters of LSTM models were determined using the gridsearch function and trail and

error while monitoring the R2 measure to ensure that models were not overfitting. After run-

ning initial experiments, the Root mean square propagation (RMSProp) optimizer showed

better results compared to the classic Stochastic gradient descent (SGD), and Adaptive mo-

ment estimation (Adam) [9]. Therefore, RMSProp with the learning rate of 0.001 is used in

the LSTM training process for both experiments 1 and 2. The learning rate is a decreasing
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function that controls the number of weights updated during model training until conver-

gence. Model convergence is vastly reliant on the number of epochs and the learning rate.

For the price only approach on the experiment 1 data set, the batch size and number of

epochs used are 72 and 80 respectively. Similarly, for experiment 2, the batch size and the

number of epochs are both equal to 100 respectively. For the text mining based approach,

we used the same optimizer (RMSProp) and learning rates while varying the LSTM architec-

tures, dropout rates, batch sizes and the number of epochs.

4.2 LDA-Results

The model described in section 3.3.3.2 was applied to experiment 1 and 2 data sets. Figures

4.3a and 4.3b present topic coherence score comparisons for different values of k for the LDA

topic models for Reddit news headlines (experiment 1 data set) and Reuters news contents

(experiment 2 data set) respectively. From figure 4.3a we can see that 11 topics yield the

highest topic coherence score of 0.44, therefore k = 11 for experiment 1. Similarly, figure

4.3b shows that an optimal number of topics for Reuters news contents is k = 8, with the

coherence score of 0.41. Figures A.3 and A.4 depict the top 10 keywords for each topic and

their weights for Reddit and Reuters news respectively. Broader topics can be inferred from

keywords of topics outputs, e.g. topic 2 in figure A.4 can be identified as financial or business

news.

The top right plot in figure A.3 that the top terms that contribute topic 1 are: "database",

"memo", "suspicious", "obey", etc. The weight of each term is represented by the size of the

bar, it reflect the importance of each keyword towards the topic. From both figures we notice

the ranges of weights differ between the Reddit and Reuters news, this may be due to the

relative vocabulary sizes of news headlines compared to contents. Additionally, figure A.3

shows that Reddit news are dominated by international war, politics and crime news based

on the topics 2, 6, 7, 8, and 9. Figure A.4 suggests that Reuters news contents are dominated

by different types of financial or business news since topics 1, 2 and 4 are clearly overlapping

and can be inferred as financial news. The topics obtained from Reuters news contents high-

light the known drawback of LDA described by Blei, Ng, and Jordan [6], which is the failure

to capture correlations among different topics.



32

2 4 6 8 10 12 14 16
Number of Topics (k)

0.250

0.275

0.300

0.325

0.350

0.375

0.400

0.425

0.450

C
oh

er
en

ce
 s

co
re

Reddit news headlines: Topic Coherence Scores

c

(A) Experiment 1: Reddit news

2 4 6 8 10 12 14 16
Number of Topics (k)

0.20

0.25

0.30

0.35

0.40

Co
he

re
nc

e 
sc

or
e

Reuters news: Topic Coherence Scores

c

(B) Experiment 2: Reuters news

FIGURE 4.3: Topic coherence scores for Reddit news headlines 4.3a, and
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4.3 Model Performance comparisons

Finally, we trained each model 30 times with randomly initialised weights while measuring

the RMSE on the testing sets. Table 4.4 presents the average testing error (i.e R2, RMSE and

MAE) rates from all models for experiment 1 and 2. The price only based models are de-

noted by ARIMAp, SVRp, and LSTMp, while news based models are denoted by SVRnews

and LSTMnews. LSTM models are highly sensitive to the initialization of weights compared

to the ARIMA and SVR, therefore their performance values vary through different exper-

imental runs. Table 4.2 shows that the traditional ARIMA model has better performance

compared to the to non-linear models (SVR and LSTM), this is characterized by the lowest

error RMSE and MAE. The result suggests that lower error rates can be achieved with the

news based model (i.e. SVRnews and LSTMnews) compared to the corresponding price only

based models (i.e. SVRnews and LSTMnews), however, the significance of these improvements

can not be determined by merely analyzing this result.

Similarly, table 4.3 presents model performance comparisons for experiment 2. This results

suggests that the news based SVRnews outperforms the rest of the models with regards to the

RMSE and MAE, however, the performance of the SVRnews is only marginally better than

performances of the price based ARIMAp and SVRp. Therefore, two classical statistical sig-

nificance tests are conducted in order to examine the significance of performance differences
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among models.

TABLE 4.2: Avg. error rates
for experiment 1

Model RMSE MAE
ARIMAp 0.188 0.140

SVRp 0.198 0.142
LSTMp 0.361 0.316
SVRnews 0.197 0.142

LSTMnews 0.221 0.160

TABLE 4.3: Avg. error rates
for experiment 2

Model RMSE MAE
ARIMAp 0.125 0.098

SVRp 0.127 0.099
LSTMp 0.136 0.110
SVRnews 0.123 0.092

LSTMnews 0.138 0.153

TABLE 4.4: Model performance summary

4.4 Statistical Hypothesis Tests On Performance

Presented in table 4.5 are the summarized results for the Friedman test for performance dif-

ferences between models for both experiment 1 and 2 calculated from RMSE measurements.

Each model type is considered as a treatment effect and the number of random experimental

runs are assumed to be the blocking factor. At an α = 0.05 level of significance, the null

hypothesis is rejected for both experiment 1 and 2 with p-values of 7.813e-25 and 5.341e-

25 respectively. Therefore, in both cases we do not have enough evidence to conclude that

performances of all models come from a symmetric population distribution.

Data set Test Statistic FR p-value
Experiment1 119.22 7.813e-25
Experiment2 120.0 5.341e-25

TABLE 4.5: Friedman test results for both Experiment 1 and 2

Since the Friedman test suggests that there are significant differences between model

performances, we conduct the Nemenyi test for pairwise comparisons. Table 4.6 shows the

results of the Nemenyi test at an α = 0.05 level of significance for the experiment 1. The test

reveals no statistically significant differences between performances of the ARIMA and the

news based SVR (SVRnews), SVRp-SVRnews, SVRp-LSTMnews, and finally the LSTMp and

LSTMnews. The test however suggests that there are significant differences between per-

formances of ARIMAp-SVRp, ARIMAp- LSTMp, ARIMAp-LSTMnews, and SVRp-LSTMp

model pairs. These results suggest that the ARIMAp significantly outperforms the rest of

the models for this dataset. To assess the effectiveness incorporating news features, we com-

pare performances of price based methods (SVRp and LSTMp) with news based approaches
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the SVRnews and LSTMnews. The use of Reddit news topic distributions for SVR and LSTM

significantly improves the performance of these models compared to using historical prices

only. Moreover, performances of the SVRnews and the ARIMAp are similar for experiment 1.

Model Pair p-value
ARIMAp - SVRp 0.001

ARIMAp - LSTMp 0.001
ARIMAp - SVRnews 0.102

ARIMAp - LSTMnews 0.001
SVRp - LSTMp 0.001
SVRp - SVRnews 0.102

SVRp - LSTMnews 0.068
LSTMp - LSTMnews 0.210

TABLE 4.6: Nemenyi test results for Experiment

Similarly, table 4.7 shows the results of the Nemenyi test at an α = 0.05 level of signif-

icance for the experiment 2 dataset. The result suggests that there are no significant differ-

ences between performances of the ARIMAp-LSTMp, ARIMAp-SVRnews, SVRp-LSTMnews,

and LSTMp-LSTMnews model pairs. However, the result suggests that there are signifi-

cant differences between the performances of ARIMAp-SVRp, ARIMAp-LSTMnews, SVRp-

LSTMp, and SVRp-SVRnews model pairs. This is in agreement with table 4.3 which suggests

that performances of the ARIMA, SVR based models and the LSTMp are comparative. This

result provides sufficient evidence that the use of Reuters news topic distributions does not

necessarily yield better predictive performances.

Model Pair p-value
ARIMAp - SVRp 0.001

ARIMAp - LSTMp 0.102
ARIMAp - SVRnews 0.102

ARIMAp - LSTMnews 0.001
SVRp - LSTMp 0.001
SVRp - SVRnews 0.001

SVRp - LSTMnews 0.102
LSTMp - LSTMnews 0.102

TABLE 4.7: Nemenyi test results for Experiment 2



35

4.5 Discussion

The findings for experiment 1 and 2 demonstrate that news features and the currency mar-

ket have a rudimentary relationship. News based SVR and LSTM models performed better

than historical price based SVR and LSTM approaches respectively, these results are inline

with Mudinas, Zhang, and Levene [35]’s result. However, it should be noted that Mudinas,

Zhang, and Levene [35]’s results are based on news sentiment analysis of different datasets.

The news based SVR and LSTM models did not result in improved predictions compared

to the benchmark ARIMA on average. Additionally, these results corroborate findings by

Aye et al. [4] that show that there are no significant improvements in the performance of

non linear models in comparison to linear models when forecasting the USD/ZAR currency

pair in a short term. For experiment 2, the usage of news features significantly improves the

performance of the SVR, as table 4.7 shows that differences in performances of the SVRp and

are SVRnews significant. Furthermore, the improved SVRnews model outperforms the rest of

the models, which demonstrates superiority of using news contents in the models.
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FIGURE 4.4: Actual and predicted values from SVR models for using for ex-
periment 1 (4.4a), and experiment 2 (4.4b )

From this, we can infer that Reuters news contents have a significant impact on the pre-

dictive power of the SVR when forecasting the USD/ZAR currency pair compared to Reddit

news headlines. Additionally, both Reddit and Reuters news are not specific to South Africa

and the United States, therefore, the extracted topics are merely reflecting global economic

trends. Furthermore, although the performance of the news based SVR model is improved,
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the differences between performances of the ARIMA model and the improved SVR model

are statistically insignificant according to table 4.7. Finally, results also demonstrate that

there are no significance differences between performances of the LSTM based models and

the traditional ARIMA, this confirms [17]’s findings. Figure 4.4a shows the graph of pre-

dicted closing price against actual USD/ZAR closing price for the testing set of experiment

1. The plot demonstrates the correlation of accuracy of the ARIMA(0, 1, 0) model on on the

testing set. Similarly, figure 4.4b shows result of the ARIMA(1, 1, 1) based on experiment 2

data set. Plots for other models are provided in section A.3 for further model comparisons.
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5 Conclusions

This research attempts to address the short-term currency forecasting problem using news

articles and historical currency prices. We investigate the effect of Reddit news headlines and

Reuters news article contents on the prediction of the daily USD/ZAR currency pair, by us-

ing an unsupervised topic modelling approach, i.e. LDA, is used to extract topics from raw

text documents and using these as additional features to supervised learning models. We

compare predictive performances the ARIMA, SVR and LSTM models. These models are

equally applicable to financial forecasting problems and are well suited for forecasting ex-

change rates. The result shows that additional news features can yield statistically significant

improvements in performances of SVR models when forecasting the daily USD/ZAR clos-

ing prices. While news features can only marginally improve LSTM models. We have also

shown evidence of performance differences models using classical non-parametric Friedman

tests, followed by Nemenyi post-hoc tests.

The result of the traditional univariate ARIMA model presents interesting findings for the

data sets presented in this research as it outperforms most multivariate non-linear models,

regardless of the use of additional news input features on average. The result obtained using

Reuters news contents shows that using a larger vocabulary provides significant improve-

ments to the SVR compared to the using shorter texts as provide by Reddit news headlines.

Our findings also highlight that different types of news topics such as European monetary

policy topics, international war and crime, social medial application topics and have positive

predictive power in the SVR and LSTM models. The ARIMA results are in favour of the EMH

[14], that states that all information is reflected in market prices. However, the insignificance

of differences in performance between the ARIMA, SVR and LSTM models demonstrate the

potential of news topics as appropriate features for currency market predictions.
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5.1 Limitations Of The Study

The sample size of experiment 2 data is small (291 observations) and affects the power of the

models used; therefore the conclusions made may be precise.

5.2 Suggestions for Further Research

For future work, we would like to adopt this research methodology on other currencies.

Secondly, it would be interesting to formulate the research problem classification problem

by forecasting the direction of closing prices instead of estimating the value.
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A Appendix
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A.2 LDA Topic Distributions
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FIGURE A.3: Reddit news top 10 keyword distributions per topic
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A.3 Plots
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